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The increased need for data, combined with the emergence of powerful Internet of Things (IoT)
devices, has resulted in major security concerns. The decision-making related to choosing an adequate
cryptographic algorithm to use is, indeed, an example concern that affects the performance of an
implementation. Lightweight or tiny ciphers are considered to be the go-to algorithms when talking
about embedded systems and IoT devices. Such ciphers, when properly integrated, are expected to
have a minimal effect on the overall device utilization and thus provide effective performance. In
this paper, we propose a unified analytical framework for lightweight ciphers as implemented within
heterogeneous computing environments. This framework considers a carefully identified set of metrics
that can adequately enable the capturing, ranking, and classifying the attained performance. To that
end, a designer can make effective evaluations and exact adjustments to an implementation. This
framework uses three decision-making approaches, namely the Technique for Order of Preference
by Similarity to Ideal Solution (TOPSIS), Preference Ranking Organization Method for Enrichment
Evaluation (PROMETHEE) II, and Fuzzy TOPSIS. Such approaches take into account both hardware and
software metrics when deciding on a suitable cryptographic algorithm to adopt. Validation entails
a thorough examination and evaluation of several performance classification schemes. The results
confirm that the framework is both valid and effective.

© 2022 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Algorithms nowadays offer a large choice of efficient imple-
entation possibilities due to the advances in high-performance
omputing and IoT. Multi-core processors, Graphical Processing
nits (GPUs), and high-end programmable devices, like Field
rogrammable Gate Arrays (FPGAs), can be easily integrated in
oday’s computers. A plethora of co-design tools that facilitate
mplementations in hardware and software [1,2], support the
ultiplicity of processing possibilities. Furthermore, according

o [3], the number of IoT devices is expected to reach 75.44
illion by the end of 2025. Because of the vulnerabilities ad-
ressed by these devices in the operating environment, the IoT
ecurity has always been a difficult problem. However, due to
heir multi-application features, these devices are rapidly rising in
umber [4]. Nonetheless, there are various questions about which
lgorithm is appropriate for a particular implementation option
r for installation on an embedded device, and vice versa. What
ffect might a hybrid processing system have on an algorithm,
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and how would a performance evaluation based on disparate per-
formance measures be made? How can lightweight cryptography
deal with the security and privacy concerns that may face devices
because of their limited processing power and tight resource
constraints [5]?

Measures, metrics, and indicators are at the heart of any
performance evaluation. Indicators are variables, qualitative, or
quantitative factors that could provide a suitable way to measure
success. A qualitative performance indicator is a descriptive fea-
ture, a viewpoint, a value, or a characteristic. On the other hand, a
numerical measurement based on counting, adding, averaging, or
other calculations is referred to as a quantitative performance in-
dicator. To create measuring frameworks and benchmarks, qual-
itative and quantitative measures can be integrated [6]. There
is a quite big number of analytical frameworks in the literature
[4,7,8], including those developed in [6,9–11]. However, only a
small amount of research has been done on establishing analytical
frameworks for classifying and ranking lightweight cryptographic
algorithms based on their heterogeneous qualities. Furthermore,
there are few, if any, studies that integrate qualitative and quan-
titative metrics in a holistic manner to aid multidimensional
evaluation of lightweight cipher performance. Furthermore, in

lightweight cryptography, no assessment has been published to

rticle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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categorize algorithms entirely on a basis that covers several de-
grees of performance, such as Ultralight, Light, Moderately Light,
or Not Light.

For that purpose, we present the Extended Lightness Indicator
ystem (ELIS), which is based on the Lightness Indicator System
LIS) in [6] and aims to capture the different characteristics of
ightweight cryptographic algorithms and allow for basic perfor-
ance evaluations. Throughput, Execution Time, Clock Cycles per

nstruction (CPI), Algorithmic Complexity, Power Consumption,
nd other ‘‘atomic’’ properties are captured by the suggested
nalytical framework’s qualitative and quantitative basic indica-
ors. Furthermore, the suggested approach provides a collection
f Combined Measurement Indicators (CMIs) which integrate a
umber of basic indicators; the suggested CMIs include the Light-
ess Indicator (LI) as the primary indicator that combines the
ost metrics. The proposed framework makes use of geometric
ean of ratios (statistical) and Multiple-Criteria Decision Mak-

ngs (MCDMs) methods at the same time while capturing the
eterogeneous implementations of lightweight cryptographic al-
orithms, which is one of the contributions presented in the
aper. Embedded system designers and developers, smart city
lanners, network administrators, in addition to database admin-
strators, can make use of this framework while choosing the
uitable algorithm that secures the data in their systems.
The following is a breakdown of the paper’s structure. Sec-

ion 2 discusses related work with an emphasis on the framework
hat was adopted. The rationale for establishing the framework,
s well as the ensuing research aims, are summarized in Sec-
ion 3. The analytical framework, which includes the performance
ndicators and their mathematical formulation, is described in
ection 4. Section 5 contains comprehensive results that demon-
trate the benefits of the suggested analytical framework, as
ell as a detailed explanation of the findings. Furthermore, the
enefits of the created framework is explored in the perspective
f broader cryptography. Section 6 brings the article to a close
nd suggests areas for further research.

. Related work

This section shows how analytical frameworks in similar work
ere built and presents the methods used. Also, this section
laborates on the importance of benchmarks for the performance
valuation of computer systems and algorithms in general, and
or cryptographic algorithms in specific. This section is concluded
y pointing out how other work on lightweight ciphers carried
ut the evaluation process, and thus shows the advantage of this
ork over others.

.1. Background

The analytical frameworks in [6,9–11] were developed accord-
ng to the Generic Benchmark Model (GBM) proposed in [6].
he GBM is a six-element model that includes the Goal, Input,
ctivities, Output, Outcomes, and the desired Performance profile
f the analytical framework. The model captured the relations
etween the resources, execution, mathematical formulation, and
utcomes. As per the GBM, the Goal includes the objective of
he analytical framework being developed. Also, the Input names
he target algorithms, besides the performance metrics. More-
ver, the Activities include the algorithms’ implementations as
ell as the obtained results. The Output is the formation of the
ey indicators and the creation of any rubrics, if needed. The
utcomes are the statistical evaluation conceptualization formed
y combining the Outputs. The application of the established
ramework is referred to as the Performance dimension, where

he algorithms are ranked and classified according to the obtained
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results. Throughout the developed analytical frameworks, a CMI
was calculated to aggregate the heterogeneous simple Key In-
dicators (KIs) inform a single quantity. To calculate the CMIs in
[6,9–11], the geometric mean was used as it can use the ratios to
derive the central tendency of data values. Because its ratio is the
same as the geometric mean of performance ratios, the geometric
mean is preferred, implying that the reference implementation’s
selection is unimportant when comparing the performance of two
different implementations. The generic equation of CMIs can be
found in Eq. (1):

CMI =
n
√
ratio1 × ratio2 × · · · ration (1)

Where ratioi =
KIi
KIrefi

KIi is the ith KI, and KIrefi is the reference indicator measure-
ment KIi

The uniqueness of the analytical framework developed in [9]
was interpreted through enabling the qualitative classification of
joint scheduling algorithms by defining performance levels and
proposing evaluation schemes and charts. The performance levels
were defined for all the key indicators, there were four levels
on the scale: Low, Somewhat Satisfactory, Satisfactory, and High.
As for the evaluation schemes, two evaluation schemes were
proposed, the Indicator Status Scheme (ISS), and the Aggregate
Numeric Measures (ANM). The ISS comprises the Percentage of
Satisfaction (PoS) which is equal to the percentage of KIs that
accomplish a rank of satisfactory or above. The ANM scheme
was created to comprehend the mean (µ), standard deviation
(σ ), skewness (ζ ), and kurtosis (κ) of the ratios. To enable the
qualitative classification of the algorithms using the proposed
schemes, a chart for each scheme was developed. The developed
charts have a four-level scale: Ineffective, Somewhat Effective,
Effective, and Highly Effective. Although the investigations in
[6,9–11] adopted statistical formulations, they clearly encouraged
exploring the adoption of MCDM and machine learning models.
In [6], the authors highlighted the opportunity to further develop
benchmarks with a focus on cryptographic algorithms. The au-
thors in [4] presented an approach that uses TOPSIS and Criteria
Importance Through Inter criteria (CRITIC) MCDM methods to
choose a lightweight cryptographic algorithm for the Internet
of Health Things, where choosing an algorithm in such field
is challenging due to the nature of wearable devices, sensors,
and nodes. The authors suggested capturing more indicators and
including fuzzy MCDM methods in the future.

2.2. Benchmarks

According to Merriam-Webster dictionary, a benchmark is ‘‘a
standardized problem or test that serves as a basis for evalua-
tion or comparison (as of computer system performance)’’[12]. A
benchmark is done by carrying out a test series (measurements)
used to assess performance level/speed of hardware components
and/or software programs according to specified standards. It is
important to identify exactly what the benchmark is intended to
test when comparing benchmark results.

In the context of computer system performance analysis,
benchmarking is defined as the process of the measurement and
evaluation of computational performance, devices, networking
protocols, and networks under specific reference conditions—in
comparison to a reference evaluation. The benchmarking proce-
dure seeks to ensure a reasonable comparison of a number of
solutions or successive developments of a System Under Test [13].
There are system benchmarks that test the entire system in addi-
tion to those that only test specific components of the system, like
memory, hard drives, CPU function, network connections, video
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cards, and sound cards. The most popular benchmarks are Whet-
stone [14], LINPAC [15], Dhrystone [16], Standard Performance
Evaluation Corporation (SPEC) [17], etc. SPEC benchmarks are de-
signed to provide performance metrics for comparing the work-
load of computationally intensive tasks on different computer
systems. SPEC benchmarks separately target Central Processing
Units (CPUs), graphics and workstations, handheld devices, high-
performance computing, Java client/server, mail servers, web
servers, file systems, power measurements, networking systems,
database systems, etc. [17,18]. In addition to system benchmarks,
the algorithm benchmarks, software benchmarks, embedded sys-
tem benchmarks, and cryptography benchmarks have also been
developed.

The term Algorithm Benchmark usually refers to a system that
nables the comparison of the performance of various algorithm
mplementations under specific environments, such as the used
rogramming language like, C, C++, etc. To assess the strengths
nd weaknesses of different algorithms, different benchmarks are
pplied [19,20]. In practices related to computing, the term Algo-
ithm Benchmark is interchangeably used with the term Bench-
ark. The performance of algorithms is analyzed by applying
ifferent tests that are ranked according to the running time of
lgorithms [21].
Software benchmarks are usually concerned with systems

uch as compilers, database management systems, operating sys-
ems, software products, etc. [22–25]. Müller et al. [22] proposed
benchmark that enables several optimization techniques and

ests their existence in OpenMP compilers. In [23], the authors
roposed TPC-W as an e-commerce benchmark; it evaluates
ervers in a controlled Internet e-commerce environment that
imics the operations of a business-oriented transactional web
erver. Demeyer et al. [24] proposed benchmarks for compar-
ng various techniques dealing with software evolution. In [25],
aneva presented a holistic view of software products bench-
arking.
Embedded system benchmarks have been widely used in the

iterature. The Embedded Microprocessor Benchmark Consor-
ium (EEMBC) has led in the development of these benchmarks
ver the past years. EEMBC’s advances are aimed at assisting
ystem developers in choosing the best processors, networking
ppliances, and smartphones/tablets. EEMBC is primarily con-
erned with the hardware and software of embedded systems.
hile organizing its benchmark suites, EEMBC focuses on Au-

omotive, Digital Media, Java, Multicore Processors, Network-
ng, Office Automation, Signal Processing, Smartphones/Tablets,
nd Browsers. [26]. Among the benchmarks designed by EEMBC
re AutoBench, BrowsingBench, and AndBench. AutoBench is a
et of benchmarks that lets users estimate how well micro-
rocessors and microcontrollers might perform in automotive,
ndustrial, and general-purpose applications. The BrowsingBench
enchmark is an industry-accepted and standardized method for
valuating web browser performance. BrowsingBench evaluates
he browsing experience on portable gaming devices, smart-
hones, navigation devices, netbooks, and other systems that
ave internet access. AndBench is a benchmark that provides
standardized, industry-accepted method to evaluate the per-

ormance of the Android platform. MiBench is a free embedded
enchmark suite that is commercially representative. MiBench’s
pplications include networking, security, automotive and in-
ustrial control, workplace automation, consumer devices, and
elecommunications [27].

Cryptography has become essential in our digital life. It per-
its us to transmit safe transactions online, guarantee the accu-

acy of programs and services, maintain our data security, and
uch more. Thus, the speed with which cryptographic operations
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(encryption, decryption, hashing, and signing) can be done is criti-
cal. Cryptography benchmarks are developed to assess the perfor-
mance of various cryptographic ciphers being implemented under
various systems, such as CPU/GPU or other processors. These
benchmarks measure the performance using some well-known
algorithms such as the Advanced Encryption Standard (AES) for
encryption/decryption and Secure Hash Algorithm (SHA) for sign-
ng [28]. Results from encryption, decryption, or hashing are mea-
ured in MB/s. The higher the indexes in the results means finer
erformance. In the literature, little work was done to develop
enchmarks dedicated to cryptography. The benchmarks were
ainly intended to analyze the performance of processors us-

ng computationally intensive cryptographic algorithms [29–31].
ukhin et al. in [32] provide a test suite in statistics for generators
f random and pseudorandom numbers used for applications in
ryptography. The tests are useful in determining whether a gen-
rator is suitable for a certain cryptographic application or not.
ue et al. in [33] presented a suite of cryptographic benchmarks
hat target network processors (NPCryptBench). The benchmark
s created to evaluate cryptographic performance on Network
rocessors; the benchmark focuses on the performance of the
rocessor and memory subsystems.

.3. Evaluation approaches

The problem of choosing an appropriate lightweight cipher
or a specific application is multidimensional and difficult to
e completely characterized by simple metrics like throughput,
ey size, latency, etc. Such approach fails to exhibit the existing
nteractions between indicators. In this investigation, a limitation
n the illustration is addressed by the creation of novel composite
ndicators.

The majority of research on lightweight ciphers has concen-
rated on a simple classification metrics subset as shown in
able 1. The objectives, techniques, target device type, indicators,
chievements, and open issues of each similar topic are men-
ioned in Table 1. As an example, in [7], performance analysis was
erformed in terms of the average processor and memory usage,
ower consumption, and response time. On the other hand, the
pproach in [34] aims to help in choosing a suitable lightweight
ipher that can be used in Wireless Sensor Networks (WSNs)
pplications based on the outcomes of simple metrics acquired
rom a hardware implementation.

Furthermore, choosing the classification metrics can be related
o the type of system or environment being addressed. In [36],
iphers were developed and classified to ease resource-limited
ightweight ciphers for RCEs. As resource-limited devices have
hysical constraints in terms of area, memory, and power, the
uthors tried to ensure sufficient security for such devices by
lassifying and recommending the best lightweight ciphers which
erve that purpose. However, lightweight ciphers were designed
pecifically for resource-constrained environments, so their solu-
ions, guidance, prescriptions, investigations, and direction may
e incompatible with traditional ciphers. Moreover, in [35], a
omparison of a variety of ciphers was introduced; classifications
nd recommendations of the best ciphers were also provided
o solve the security problem in IoT resource-constrained de-
ices. Nevertheless, the presented ciphers are facing difficulties in
essening the key size without compromising the security, reduc-
ng memory and energy requirements, and improving execution
peed—which may pose a threat to their security level from the
volving attacks.
The papers mentioned above, as well as those listed in Ta-

le 1, show the impediments in developing a unified analytical
ramework, which would give a comprehensive and accurate
lassification of lightweight ciphers for use in various types of
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Table 1
A list of similar topics.
Ref. Objective Technique Target Device Type Indicators Achievements Open Issues

[4], 2020 Develop an evaluation
framework to address the
issues related to the decision
making and evaluation of
lightweight ciphers.

Statistics;
MCDMs

Not mentioned Chip area, code size,
implementation, Random
Access Memory (RAM) size,
throughput, power
consumption, energy,
latency, key size

Ranking of ciphers based on
MCDM methods results.

Fuzziness is needed for
better and more
accurate ranking

[35], 2020 Comparison of a variety of
ciphers based on different
metrics

Statistics Not mentioned Chip area, throughput,
security, latency, power and
energy, hardware/software
efficiency, Figure of Merit
(FoM)

Provide a variety of
lightweight ciphers that can
be used in the field of IoT.

New attacks may pose a
threat to the level of
security provided by the
proposed ciphers

[36], 2019 Compare various modern
cryptographic solutions
employed to secure small-scale
communication devices

Statistics Not mentioned Area, area/bit, performance
efficiency, power and
energy, energy/bit, RAM
size, clock cycles,
throughput, latency, code
size, key size, block size

Facilitate resource-limited
lightweight ciphers for
Resource Constrained
Environments (RCEs)

Lightweight ciphers were
developed for
resource-constrained
environments, so their
solutions, guidance,
prescriptions,
investigations, and
direction might conflict
with conventional
ciphers

[8], 2019 Develop a framework for the
benchmarking of lightweight
block ciphers on a multitude of
embedded platforms

Statistics Micro-controllers Block size, key size, round
key size, number of rounds,
RAM size, latency

Evaluation and ranking of
lightweight block ciphers
based on the FoM.

Using T-table
implementation entails a
large memory footprint;
which worsens the FoM
score

[6], 2018 Develop a framework that
deals with the hybrid nature of
modern computing systems

Statistics FPGAs; High-end
Multi-core
Workstation

Algorithmic complexity, key
size, number of rounds,
block size, execution time,
throughput, clock cycle per
instruction, cache miss
ratio, propagation delay,
look-up table, logic register,
power consumption

Classification of algorithms
based on a combination of
the heterogeneous
characteristics of their
hardware and software
implementations

Ranking of the
algorithms was not
provided after their
classification

[7], 2016 Present a performance
evaluation analysis of
cryptographic algorithms in
embedded systems

Statistics Computer-On-
Modules
(COMs)

Data size, key size, average
time of
encryption/decryption, total
response time, CPU and
memory consumption

Assess the run-time
performance of
cryptographic algorithms in
embedded systems

Assessment was based
on simple indicators;
thus, the assessment
may not be accurate or
weak

[34], 2016 Comparison of different ciphers
to understand the trade-off
between security performance
and operational cost

Statistics Micro-controller;
Low-power sensor
mote

Key length, number of
rounds, block length, RAM
consumption, Read-Only
Memory (ROM)
consumption

Provide recommendations
of ciphers on the security
and cost levels.

The recommendation of
ciphers was based on
the results obtained
from hardware
implementation only; no
combined measurement
indicator was presented

157
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systems, devices, or applications. Therefore, this paper adheres
to an advanced methodology in evaluating lightweight ciphers.
The assessment paradigm takes into account both simple metrics
and high-order composite metrics at the same time, permit-
ting for the characterization and evaluation of any cryptographic
algorithm performance for any type of device or application.
Furthermore, this characterization is performed using a unified
analytical framework. The different issues shown in Table 1 are
addressed in this paper with the help of MCDMs associated with
a fuzziness flavor.

2.4. Similar analytical frameworks

The proposed ELIS was developed and inspired by the ex-
sting analytical frameworks that were developed according to
he GBM proposed in [6]. A framework that assists in examining
he joint scheduling algorithms and ranking their effectiveness
as proposed in [9]. The mathematical framework presented

n [11] enabled the effective analysis and evaluation of differ-
nt deployments of routing protocols for low-power and lossy
etworks based on hybrid characteristics. The work presented
n [37] introduced the concept of the vehicle as a computational
esource and developed a system that allows the vehicles to share
heir computational resources within the context of smart cities,
here such information can be analyzed to improve the Quality
f Service (QoS) and Quality of Experience (QoE). The authors
n [38] proposed a performance evaluation framework that aims
o make it easier for Intelligent Transportation Systems (ITS) de-
igners to choose the suitable Modern Hardware Devices (MHDs)
nd Machine Learning (ML) technique. Damaj et al. proposed an
nalytical framework for high-speed hardware Particle Swarm
ptimization (PSO) in [10].
The rankings in the aforementioned frameworks were done

ccording to combined heterogeneous indicators, where the ge-
metric mean of indicators in each framework was determined.
he uniqueness of the framework presented in [9] was presented
n classifying the targeted algorithms in qualitative terms, where
hifting from quantitative terms to qualitative terms was done us-
ng evaluation schemes and charts. The authors in [9] highlighted
he opportunity of including MCDM methods in the evaluation
rocess. The framework proposed in [10] confirms the develop-
ent of a successful PSO processor that outperforms the existing

mplementations. The analyses and classifications in [37] were
ased on aggregate statistics and machine learning techniques.

. Research objectives

Proposing a unified analytical framework for lightweight cryp-
ographic algorithms is motivated by a number of factors. Cryp-
ographic algorithms are usually quite complex and therefore,
hoosing a suitable lightweight algorithm for a specific applica-
ion might not be an easy task. Therefore, the appropriate evalu-
tion of cryptographic algorithms is crucial in determining their
uitability for use in the desired work or environment. Moreover,
he complexity and the size of the algorithm play the main
ole in determining its overall performance on a specific hard-
are or software device or both together (Hardware/Software
o-design), or in a system as a whole. Furthermore, the impact
f a cryptographic algorithm used in a specific system can be
een using various quantitative metrics like throughput, execu-
ion time, propagation delay, power consumption, and other QoS
easures. However, it is difficult to see how different parameters
r metrics are related to one another. As a result, the difficulty of
ssessing an algorithm’s overall efficiency is totally associated to
he absence of an all-encompassing measure of performance.
158
To the best of our knowledge, there is a limited attempt in
the literature to develop a framework that enables objectively
evaluating the lightness of cryptographic ciphers based on het-
erogeneous implementations, and qualitative and quantitative
metrics. In [6], the authors laid the foundation of a similar frame-
work, however, using basic statistics and without formulating
a system that ranks or classifies implementation as per well-
defined levels of lightness. In this sequel paper, we build on
the work presented in [6] as the ELIS by introducing significant
extensions to their mathematical models and using advanced
MCDM techniques like PROMETHEE II, TOPSIS, and Fuzzy TOPSIS
to enable accurate rankings, classifications, and accordingly eval-
uation and recommendation of use. The extended framework is
equipped with advanced modern data analysis techniques, like
performance levels, schemes, and charts that constitute a self-
contained classification model. In summary, the following are our
research objectives:

• Develop a unified analytical framework that allows for the
classification of different cryptographic ciphers according to
their lightness.

• Develop performance levels for a variety of indicators that
influence the performance of heterogeneous implementa-
tions of cryptographic algorithms.

• Develop different performance schemes and charts, using
different formulations, to enable the qualitative classifica-
tion of cryptographic algorithms and mapping them to spe-
cific lightness levels.

• Validate the developed framework through classifying a set
of lightweight cryptographic algorithms.

• Discuss the benefits and applicability of the developed
framework in the broader scope of cryptography and infor-
mation security.

• Present a discussion about the usefulness of the proposed
framework.

4. The extended lightness indicator system

The GBM model of Damaj and Kasbah [6] is adopted for the
development of the proposed unified analytical framework. The
GBM is a six-element model which includes the Goal, Input,
Activities, Output, Outcomes, and the desired Performance profile
of the intended framework of analysis. The paradigm describes
the relationships between the investigation’s objectives, resource
availability, target deployments, numerical interpretations, and
the results. The ELIS, on the basis of the pre-mentioned model,
is revealed in the following subsections.

4.1. Goal

The Goal of this work is to develop a unified analytical frame-
work that evaluates the lightness of cryptographic ciphers that
are believed to be of lightweight in the literature. This work
allows for an effective classification, evaluation, and ranking.

4.2. Input

The algorithms under investigation, along with the perfor-
mance indicators, are specified in the Input. The ELIS captures a
collection of cryptographic algorithms designed for low-resource
operations. The framework presented in [6] targets the ciphers
that are believed to be small, tiny, lightweight, or ultra-
lightweight ciphers. The ciphers that have been addressed include
Skipjack, 3-Way, XTEA, KATAN, KTANTAN, and Hight.

The exploited supercomputers are the Altera Stratix-IV FP-GA,
in addition to the Dell Precision T7500 with its dual quad-core
Xeon processor and 24 GB of RAM.
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Table 2
The complexity analysis indicator rubric.
General Scale

Indicator Logarithmic Low Logarithmic High Linear Almost Quadratic Higher than Quadratic

Complexity analysis O(logn) ω(logn) but better than linear θ (n) O(n2) but worse than linear ω(n2)
There are three classifications of identified performance met-
ics: Hardware Profile (HWP), Algorithmic Profile (AP), and Soft-
are Profile (SWP). The HWP captures the hardware specification

n terms of throughput, resource utilization, propagation delay,
ower consumption, etc. The GAP contains algorithmic complex-
ty and the security strength of the cryptographic algorithm. The
WP contains the execution time, throughput, cache analysis, and
umber of clocks per instruction.

.3. Activities

The Activities includes software implementations of targeted
ryptographic algorithms using C programming language and
ardware implementations of these algorithms using VHDL hard-

ware description language. The used software tools for software
and hardware implementations and profiling include Quartus,
ModelSim, and Intel VTune Amplifier under Visual Studio. The sta-
tistical analyses and validations were done under Microsoft Excel.

4.4. Output

The Output of the analytical framework includes the measures
and indicators. The general algorithmic, hardware, and software
profiles are included in the measures. The indicators that belong
to the general algorithmic profile capture the algorithm’s time
complexity as well as its ciphering strength; the key indicators
include the following in bold:

• Algorithm Complexity (AC): Analysis of asymptotic com-
plexity using Big-O, small-ω, and θ-notations.

• Cipher Strength: based on the Key Size (KS), Number of
Rounds (NR), and the text Block Size (BS).

The complexity of algorithms is determined by determining the
number of resources required to be executed. In order to do that,
the asymptotic behavior of these algorithms must be studied. The
asymptotic behavior of algorithms classifies them based on their
rate of growth as the size of the input increases. The rubric offered
in [39] is on the basis of the following conventional complexity
analysis classification:

• O(f(n)): The algorithm demonstrates an asymptotic growth
that is the same as the function f(n) but no worse than it.

• ω(f (n)): The algorithm demonstrates an asymptotic growth
that is not superior to the function f(n).

• θ (f (n)): The algorithm demonstrates an asymptotic growth
that is the same as the function f(n).

Where, n is the input size.
A rubric is defined to make the evaluation of the specified

ciphers possible. The points on the scale of the defined rubric
include: Logarithmic Low (LL), Logarithmic High (LH), Linear (L),
Almost Quadratic (AQ), and Higher than Quadratic (HQ). For
example, LL describes the situation in which the hardness of a
specific algorithm is no worse asymptotically than log(n), but
is possible to match it; such complication might be shown as
O(log(n)). Table 2 provides a full overview of the established
rubric. In the development of statistical formulations, these qual-
itative properties are mapped into quantities, where each point
on the scale is assigned to a fixed value. As a result, each point
on the scale is converted into numerical quantities of 20%, 40%,

60%, 80%, and 100%.
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As mentioned in [6], the Cipher Strength is an evaluation of
a cryptographic cipher according to many features that could
involve Block Size, Key Size, and the Number of Rounds. The
key size represents the size of the key used in cryptographic
algorithms in bits. The security of the cryptographic algorithms
is related to the length of its key. For the targeted cryptographic
algorithms, the reliability and validity of the algorithm increases
with the length of its key. However, in a broader sense, the
relationship between security and key lengths may be handled
more delicately.

In addition, block ciphers convert a plain-text block of several
bits into a cipher-text block. To guarantee the cryptographic
scheme’s security, the block size cannot be too small. That is
to say, the larger the block size, the stronger the cryptographic
algorithm is.

Furthermore, rounds are critical to the cipher strength; the
mixes of text being encrypted, permutations, substitutions, and
shifts can be managed in a single round. More rounds, in general,
result in more confusion and diffusion, and therefore more se-
curity. As a matter of fact, indicators such as the Block Size, Key
Size, and the Number of Rounds must be thoughtfully identified
after taking the involved cryptographic ciphers into considera-
tion. The proposed indicators are unlikely to be applicable to all
cryptographic ciphers.

The software profile comprises the following indicators:

• Execution Time (ET ): the amount of time that passes be-
tween the start and finish of an activity.

• Throughput (TH): the quantity of tasks completed during a
certain period of time.

• Clock Cycle per Instruction (CPI): the required amount of
clock cycles to carry out every instruction.

• Cache Miss Ratio (CMR): the proportion of memory access
cache misses.

The hardware profile comprises the following indicators:

• Propagation Delay (PD): the amount of time it takes for a
signal to travel, utilizing combinational logic.

• Look-Up Table (LUT ): the amount of customizable hardware
mix needed to execute an algorithm. The size of the hard-
ware in an Altera device is determined by the quantity of
LUTs introduced. While in other devices, the area can be
described in terms of the total number of logic elements,
gates, slices, etc.

• Logic Register (LR): represents the number of logic registers
in the system as a whole.

• Power Consumption (PC): the amount of energy used by
the designed hardware in Watts.

4.5. Outcomes

The Outcomes element is the expression of CMIs in terms of
the KIs. The LI is the primary CMI calculation in the proposed
unified analytical framework. Besides the LI, other indicators were
used in the development of this framework; the Multiple-Criteria
Unified Measurement Indicators (MCUMIs), which were derived

after applying different MCDMs.
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4.5.1. The LI
The Geometric Mean of KI ratios is used in the mathematical

ormulation of CMIs to provide a comprehensive calculation that
aptures the performance of cryptographic algorithms in the al-
orithmic, hardware, and software profile. The equation of the LI
nd that of the aforementioned indicators can be found in [6] and
qs. (2) through (5):

I =
14√GAP .SWP .HWP (2)

Where GAP, SWP, and HWP are the indicators of the general
algorithmic profile, software profile, and hardware profile, re-
spectively.

GAP =
ACref

AC
.
KSref
KS

.
NRref

NR
.
BSref
BS

(3)

SWP =
ETSWref

ETSW
.
THSW

THSWref
.
CPIref
CPI

.
CMRref

CMR
(4)

HWP =
ETHWref

ETHW
.
THHW

THHWref
.
PDref

PD
.
LUTref
LUT

.
LRref

LR
.
PCref

PC
(5)

As mentioned in [6], the LIS allows the cryptographic algo-
rithm classification based on their lightness. Higher LI is influ-
nced by more throughput, more efficient memory performance,
maller size, lower power consumption, lower complexity, and
ower resource utilization. The normalization of key indicators
as done based on the fact that the LI is proportional to the

ndicators, either directly or inversely. A new reference is used to
alculate the LI for each cryptographic algorithm, the reference
of each indicator is the midpoint of the Satisfactory performance
level that corresponds to it.

4.5.2. The MCUMIs
In order to calculate the MCUMIs, three MCDM methods

were applied: PROMETHEE II, TOPSIS, and Fuzzy TOPSIS. The
lightweight cryptographic ciphers were ranked based on the Net
utranking Flow, Performance Score, and the Closeness Coefficient,
hich were obtained in the final steps of PROMETHEE II, TOPSIS,
nd Fuzzy TOPSIS, respectively. It is important to mention that
qual weights are given to all indicators in all of the used MCDMs.
n general, there are two types of criteria: benefit and cost. The
enefit criterion states that a greater value is preferable; the cost
riterion states the contrary. The adopted MCUMIs are presented
n the following subsections.

.5.2.1. Net outranking flow. The Net Outranking Flow can be de-
ined as the equilibrium between the positive and the negative
utranking flows. A high net flow results in a finer alternative. A
ositive outranking flow φ+(a) indicates how one alternative out-
anks all others. The higher the φ+(a), the better the alternative
s. On the other hand, a negative outranking flow φ−(a) indicates
ow an alternative is outranked by all the others. The lower
−(a), the finer the alternative is. The Net Outranking Flow is
btained in the final step of the PROMETHEE II MCDM technique.
n our unified analytical framework, the Net Outranking Flow was
alculated for each involved lightweight cryptographic algorithm,
he followed steps are similar to those presented in [40] and are
s follows:
Step 1: Create a decision matrix D with n-alternatives and m-

riteria to ascertain the dimensionality of the problem. In our
ase, n equals the number of ciphers used in our work, and m
quals the number of key indicators.
Because the data in the decision matrix D comes from different

ources, normalization must be done before it can be transformed
nto a dimensionless matrix that allows the various criteria to be
ompared.
Step 2: Normalize the developed matrix using the maximum

ethod presented in [41]. This method employs the greatest
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alue in the considered set. The formulas in Eqs. (6) and (7)
escribe profit type and cost type criteria, respectively:

ij =
xij

maxj(xij)
(6)

rij = 1 −
xij

maxj(xij)
(7)

Step 3: Determine the deviation by pairwise comparisons,
sing Eq. (8):

j(a, b) = Aj(a) − Aj(b) (8)

Cj (a, b) indicates the difference between the evaluations of a
nd b on each criterion
Step 4: Calculate the preference function, Pj (a, b), using Eq. (9):

j(a, b) =

{
0 if Cj(a, b) ≤ 0
Cj(a, b) if Cj(a, b) > 0 (9)

Step 5: Determine the aggregated preference function π (a,
b), also named the multi-criteria preference index, as presented
in [40] and Eq. (10):

π (a, b) =

k∑
j=1

P(a, b)wj (10)

Where wj >0 are the weights related to each criterion The symbol
π (a, b) shows that the degree of a is preferred to b over all
criteria.

π (a, b) ≈ 0 ⇒ weak preference of a over b.
π (a, b) ≈ 1 ⇒ strong preference of a over b.
Step 6: Calculate the leaving and entering outranking flows,

using Eqs. (11) and (12):

φ+(a) =
1

n − 1

∑
π (a, x) (11)

Where the values of π (a, x) are the ones per row

φ−(a) =
1

n − 1

∑
π (a, x) (12)

Where the values of π (a, x) are the ones per column
Step 7: Calculate the Net Outranking Flows φ(a) using Eq. (13)

and rank the alternatives accordingly. The alternatives undergo
complete ranking using PROMETHEE II.

φ(a) = φ+(a) − φ−(a) (13)

Thus, all the alternatives are able to be compared according
o the values of φ(a). The highest values of φ(a) denote the most
preferred alternatives.

4.5.2.2. Performance score. The Performance Score is the relative
proximity of an alternative with respect to the positive ideal so-
lution; the higher the Performance Score, the better the alternative
is. The ideal positive solution is the one that strengthens the ben-
efit criteria while minimizing the cost criteria. The Performance
Score is obtained in the final step of the TOPSIS MCDM technique.
In our unified analytical framework, the Performance Score was
calculated for each involved lightweight cryptographic algorithm,
the followed steps are the same as those presented in [42] and are
as follows:

Step 1: Form a decision matrix D of n-alternatives and m-
riteria to identify the problem dimensionality. In our case, n
quals the number of ciphers used in our work, and m equals
he number of key indicators. Because the data in the decision
atrix D come from different sources, it must be normalized
efore it can be transformed into a dimensionless matrix that
llows various criteria comparison.
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Step 2: Normalize the developed matrix using Eq. (14):

ij =
xij√∑n
i=1 x

2
ij

(14)

ith i=1, . . . ,n and j=1, . . . The normalized decision matrix R ob-
ained indicates the relative rating of the alternatives.

Step 3: Multiply the normalized decision matrix by its assigned
eights to get the weighted normalized decision matrix P. The
eighted normalized value pij is calculated using Eq. (15):

ij = wi.rij (15)

ith i=1, . . . ,n and j=1, . . . ,m
Step 4: Determine the positive ideal solutions A+ (benefits) and

egative ideal solutions A− (costs) using Eqs. (16) and (17):
+

= (P+

1 , P+

2 , . . . , P+

n ) (16)

−
= (P−

1 , P−

2 , . . . , P−

n ) (17)

here P+

j = max(Pij) and P−

j = min(Pij)
Step 5: Calculate the Euclidean distances from the positive

ideal solution A+ (benefits) and the negative ideal solution A−

costs) for each alternative Ai using Eqs. (18) and (19):

d+

i =

√ n∑
i=1

(d+

ij )2 (18)

−

i =

√ n∑
i=1

(d−

ij )2 (19)

here d+

ij = p+

j - pij and d−

ij = p−

j - pij
Step 6: Determine the relative closeness ξi for each alternative

i in relation to the positive ideal solution. ξi is given by Eq. (20):

i =
d−

i

d+

i + d−

i
(20)

Step 7: Sort the options in order of preference based on the
relative closeness. Alternatives with a greater ξi value are the
trongest, and as a result, they ought to be chosen since they are
loser to the ideal answer.

.5.2.3. Closeness coefficient. The Closeness Coefficient is the rela-
ive closeness of an alternative with respect to the ideal solution.
t may be calculated using the notion of distance measurements,
here a high Closeness Coefficient leads to a better alternative.
he Closeness Coefficient is obtained in the final step of the Fuzzy

TOPSIS MCDM technique. In our unified analytical framework, the
Closeness Coefficient was calculated for each lightweight crypto-
graphic algorithm. First, the numeric value of each KI for each
target cipher was substituted by a qualitative term, according to
the performance levels table presented in Table 4. Then, each
qualitative term was substituted by a fuzzy value, according to
the trapezoidal membership function presented in Table 3 and
the curve in Fig. 1. The KI value for each cipher becomes in
the form (a, b, c, d). Finally, a series of steps were applied as
presented in [43], which are the following:

Step 1: Determine the normalized decision matrix for each
fuzzy value using Eq. (21):

r̃ij =⎧⎪⎨⎪⎩
(

aij
d∗
j
,

bij
d∗
j
,

cij
d∗
j
,

dij
d∗
j

)
where d∗

j = max{dij} (benefit criteria)(
a−

j
d ,

a−

j
c ,

a−

j
b ,

a−

j
a

)
where a−

j = min{aij} (cost criteria)
(21)
ij ij ij ij
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Table 3
The trapezoidal membership function for the proposed performance levels.
Performance level Membership function

Low 0 0 15 30
Somewhat satisfactory 25 40 40 55
Satisfactory 45 60 60 75
High 70 85 100 100

Step 2: Calculate the Fuzzy Positive Ideal Solution (FPIS) (A∗)
and Fuzzy Negative Ideal Solution (FNIS) (A−), according to Eqs.
(22) and (23):

A∗
=

(
r∗

1 , r∗

2 , r∗

3 , . . . , r∗

n

)
(22)

Where r∗

j =max{ ˜rij4}

A−
=

(
r−

1 , r−

2 , r−

3 , . . . , r−

n

)
(23)

here r−

j =min{ ˜rij4}
Step 3: Determine the distance from each alternative to FPIS

nd FNIS using Eqs. (24) through (26):

∗
=

n∑
j=1

dv(r̃ij, r∗

j ) (24)

−
=

n∑
j=1

dv(r̃ij, r−

j ) (25)

v(m̃, ñ) =

1
4
(m1 − n1)2 + (m2 − n2)2 + (m3 − n3)2 + (m4 − n4)2 (26)

Step 4: Calculate the Closeness Coefficient, according to Eq. (27):

Ci =
d−

i

d−

i + d∗

i
(27)

4.6. Performance

The performance analysis provides KIs measurements and al-
lows the calculation of the LI and MCUMIs. The results allow
sorting, ranking, and classifying the algorithms under study. Us-
ing the obtained indicator results, it is simple to sort executions
based on the achieved performance.

4.6.1. Performance levels
To make it possible to rank and classify the target cryp-

tographic algorithms, an analytical scheme was developed de-
pending on the recommended levels in Table 4. The ranges that
have been suggested are for a four-level performance scale that
includes: Low, Somewhat Satisfactory, Satisfactory, and High. For
example, the Block Size of a cryptographic algorithm is said to
be Satisfactory if it is between 32 bits, inclusive, and 48 bits,
inclusive, because the Block Size cannot be too small in order
to secure the cryptographic scheme [6]. And According to [44],
a block cipher is considered to be lightweight if the block size is
32, 48, or 64. Given that the indicators capture more than one
profile, the midpoint of the Satisfactory level for each indicator
was calculated and used as a reference in order to make proper
comparisons based on the performed normalization.

The defined ranges in Table 4 are explained as the following:

• Algorithmic Complexity: An Almost Quadratic complexity,
as if it were linked to the number 0.68, achieves a High
Performance. As seen in Table 2, the other complexity levels
are predicted to produce Somewhat Satisfactory and Low

performance.
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Fig. 1. The Membership Functions of the proposed performance levels.
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• Key Size: It was shown before that increasing the key
size deteriorates the performance of the cryptographic al-
gorithm. And the evaluation in [45] showed that the key
size of cryptographic algorithms is usually between 132 and
200 bits. Taking into consideration that we are dealing with
cryptographic algorithms that are known as light, the key
size of 96 bits is considered to attain a High Performance
and a key size of 192 bits is considered to attain a Low
Performance.

• Number of Rounds: In the world of cryptography, the
greater the number of rounds in a cryptographic algorithm,
the more complex the cryptographic algorithm is and the
more difficult it is to perform cryptanalysis. According to [6],
the number of rounds of lightweight cryptographic ciphers
is between 32 rounds and 254 rounds. When it comes to
lightness, the number of rounds of 32 is considered to attain
a High Performance, while a number of rounds of 254 is
considered to attain a Low Performance.

• Block Size: Having a high block size will decrease the speed
of execution of a cryptographic algorithm, and thus decrease
its performance. The block size of the target cryptographic
algorithms is between 32 bits and 64 bits.

• Software Execution Time: To determine the speed of the
software implementation of an algorithm, the execution
time is measured, the execution time affects the perfor-
mance, where the less the execution time the better the
performance is. The range of the software execution time
was determined by averaging the obtained execution times
in [6,46]; the execution time in [46] was calculated using the
following formula: ET = data bytes * cycles per byte * 1/F.

• Software Throughput: When it comes to evaluating the
performance of a certain algorithm, the throughput must be
taken into consideration. According to [47], the throughput
of the lightweight cryptographic algorithms is between 4
and 27 Mbps in IoT applications, where high throughput is
needed in such applications.

• CPI: According to [48], the number of clock cycles per in-
struction of the ARM which is a RISC processor is between
0.02 and 3.9 clock cycles, and that of the x86 which is a
CISC processor is between 0.02 and 5.2 clock cycles. The
processor used in our framework is a CISC processor, also,
the performance of cryptographic algorithms in servers and
mobile phones is out of our scope, so the included range is
between 0.7 and 5.2.
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• Cache Miss Ratio: The cache miss ratio affects the perfor-
mance, where less miss ratio leads to better performance,
the study done in [49] showed that an optimized cache
memory has a cache miss ratio that is between 0.1 and 0.8.

• Hardware Execution Time: To determine the speed of the
hardware implementation of an algorithm, the execution
time is measured, the execution time affects the perfor-
mance where the less the execution time the better the
performance. The survey done in [50] showed that the exe-
cution time of cryptographic algorithms is between 0.8 and
3.5 µs.

• Hardware Throughput: The throughput affects the per-
formance algorithm, where high throughput can lead to
better performance. It was shown in [51] that the hardware
throughput of cryptographic algorithms must be between 47
and 320 Mbps in IoT applications, where high throughput is
required in such applications.

• Propagation Delay: The propagation delay affects the speed
of execution of the hardware implementation of an al-
gorithm, and thus affects the performance. It was shown
in [52] that the propagation delay for cryptographic algo-
rithms in IoT applications is between 2.18 and 200, where
reliability is needed in such applications.

• LUT: Huge LUTs will lead to performance issues. Accord-
ing to [46], the number of look up tables of cryptographic
algorithms is between 358 and 452 look up tables.

• Logic Registers: The number of logic registers may affect
the lightness of an algorithm, where a large number of logic
registers will make the algorithm more complex. The range
of logic registers is the same as that in [6], which is between
167 and 750 logic registers.

• Power Consumption: It was shown that the power con-
sumption affects the speed of the processor and thus affects
its performance. According to [51], the power consump-
tion of lightweight cryptographic algorithms must be be-
tween 225 and 700 mW in IoT applications, where in such
applications, the processor speed must not be affected.

.6.2. Evaluation schemes and charts
Although the ELIS ensures, and based on the different KIs

rovided, the classification of the algorithms based on their light-
ess, targeting an achieved performance level necessitates more
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Table 4
The proposed key indicator performance levels and the values of the reference measurement.
Profile Indicator Low Somewhat

satisfactory
Satisfactory High Reference

Algorithmic profile

Algorithmic Complexity 1 0.85 0.68 ≤0.51 0.68
Key Size (bits) >192 [128, 192] [96, 128) <96 112
Number of Rounds ≥254 64 32 <32 32
Block Size (bits) >64 (48, 64] [32, 48] <32 40

Software profile

Execution Time (µs) >750 (435, 750] [120,435] <120 277.5
Throughput (Mbps) <4 [4, 15.5] (15.5, 27] >27 21.25
Clock Cycle Per Instr. >5.2 (2.95,5.2] [0.7,2.95] <0.7 1.82
Cache Miss Ratio ≥0.8 (0.45, 0.8) [0.1, 0.45] <0.1 0.27

Hardware profile

Execution Time (µs) >3.5 (2.15, 3.5] [0.8, 2.15] <0.8 1.47
Throughput (Mbps) < 47 [47, 183.5] [183.5, 320) ≥320 251.75
Propagation Delay (ns) >200 (101,200] [2,101] <2 51.5
Look-Up Table (LUT) >452 [405,452] [358, 405) <358 381.5
Logic Register >750 [458.5, 750] [167, 458.5) <167 312.75
Power Consumption (mW) >700 (462.5, 700] [225,462.5] <225 343.75
Table 5
The ANM scheme; the mean, standard deviation, kurtosis, skewness of ratios and LI qualitative interpretations.
Calculation Levels

LI Lightness is lower
than the reference
Lightness indicator
(0, 0.4)

Lightness is
somewhat lower
than the reference
Lightness indicator
[0.4, 0.8)

Lightness is
similar to the
reference
Lightness indicator
[0.8, 1.4)

Lightness is higher
than the reference
Lightness indicator
≥1.4

Mean (µ) Low:
<1

Somewhat
Satisfactory:
[1, 4)

Satisfactory:
[4, 7)

High:
≥7

Standard
deviation (σ )

Uniform:
Almost no variation
in the obtained
results
(0,0.3)

Somewhat
Disperse: Small
variation in the
obtained results
[0.3, 0.6)

Disperse:
Significant
variation in the
obtained results
[0.6, 0.9)

Highly Disperse:
Large variation in
the obtained results
≥0.9

Kurtosis (κ) Flat:
Almost no variation
in the obtained
results
<0

Normal:
[0]

Turbulent:
Large variation in
the obtained results
> 0

Skewness (ζ) Flat: Skewed
towards low
scores:
<0

Normal with no
skewness:
[0]

Skewed towards
high scores
> 0
details about the KIs. In addition to the LIS, an analytical ap-
proach that relies on ANM is acquired from [9]. The acquired
scheme, in addition to its qualitative interpretations, can be found
in Table 5. Further to a single LI score, the scheme includes
statistical aggregations of the calculated KI ratios, namely, the
mean (µ), standard deviation (σ ), skewness (ζ ), and kurtosis
κ), which allows the effective ranking and classification of the
argeted ciphers. Furthermore, the ANM chart has a four-level
cale, namely, Not Light, Somewhat Light, Light, and Ultralight.
he description of the chart can be found in Table 6. Accordingly,
he lightness of a cryptographic algorithm is reflected by its LI
core and statistical aggregations of KI ratios. For example, an
lgorithm can be classified as Ultralight according to the ANM
valuation chart if the LI score of this algorithm is higher than
hat of the reference implementation, the mean is high, and for
ny standard deviation, Kurtosis, and Skewness.
In addition to the ANM scheme, the ISS scheme is acquired

rom [9]. The ISS comprises the PoS that is equal to the per-
entage of KIs that achieve a rank of Satisfactory or more. The
I performance levels proposed in Table 4 are used to provide
nterpretations in qualitative terms. Table 7 summarizes the ISS
cheme with its qualitative interpretations. There are four levels
o the scale on the ISS chart: Not Light, Somewhat Light, Light,
nd Ultralight. The chart can be found in Table 8. Accordingly,
he lightness of a cryptographic algorithm is reflected by its LI
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and PoS scores. For example, a cryptographic algorithm can be
classified as Light according the ISS evaluation chart if the PoS of
this algorithm is high, and the LI score of the algorithm is at most
similar to that of the reference implementation.

In addition to the acquired schemes, three MCDM schemes
were developed. The schemes are developed based on the LI and
the calculated MCUMIs. The schemes can be found in Tables 9–
11. The breakpoints were set based on the PoS breakpoints of the
ISS scheme, where test vectors were created and classified using
the involved MCDM methods to calculate the different MCUMIs.
In addition to the MCDM schemes, an MCDM chart is created
to enable the qualitative ranking of the target algorithms using
the proposed MCDM schemes. The MCDM chart has a scale that
is made up of four levels, namely, Not Light, Somewhat Light,
Light, and Ultralight. The description of the chart is displayed in
Table 12. Accordingly, the lightness of a cryptographic algorithm
is reflected by its LI and MCUMI scores. For example, if a certain
cryptographic cipher has a high MCUMI like the Net Outranking
Flow, and its LI score is higher than that of the reference execu-
tion, then it is classified as Ultralight as per the PROMETHEE II
chart.

5. Analysis and evaluation

Three evaluation approaches are discussed in this study that
rely on statistics in association with qualitative terms. The first is
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Table 6
The ANM evaluation chart.
Level Lightness level

Ultralight: The execution of the algorithm
attains high lightness level

• The LI score is higher than the reference lightness level.
• The mean is high.
• For any standard deviation.
• For any Kurtosis.
• For any Skewness.

Light: The execution of the algorithm attains
satisfactory lightness level

• The LI score is higher than the reference lightness level.
• The mean is at least somewhat satisfactory.
• For any standard deviation.
• For any Kurtosis.
• For any Skewness.

OR
• The LI score is similar to the reference lightness level.
• The mean is at least somewhat satisfactory.
• For any standard deviation.
• For any Kurtosis.
• For any Skewness.

Somewhat Light: The execution of the
algorithm attains somewhat satisfactory
lightness level

• The LI score is somewhat lower than the reference lightness level.
• The mean is at least somewhat satisfactory.
• For any standard deviation.
• For any Kurtosis.
• For any Skewness.

Not Light: The execution of the
algorithm attains low lightness
level

Otherwise.
Table 7
The ISS scheme; the PoS and LI qualitative interpretations.
Calculation Levels

LI Lightness is lower
than the reference
Lightness indicator
(0, 0.4)

Lightness is
somewhat lower
than the reference
Lightness indicator
[0.4, 0.8)

Lightness is
similar to the
reference
Lightness indicator
[0.8, 1.4)

Lightness is higher
than the reference
Lightness indicator
≥1.4

PoS Low:
(0, 60%)

Somewhat
Satisfactory:
[60%, 70%)

Satisfactory:
[70%, 90%)

High:
≥90%
Table 8
The ISS evaluation chart.
Level Lightness level

Ultralight: The execution of the algorithm
attains high lightness level

• The PoS is high.
• The LI score is higher than the reference lightness level.

Light: The execution of the algorithm attains
satisfactory lightness level

• The PoS is high.
• The LI score is at most similar to the reference lightness level.

OR
• The PoS is satisfactory.
• The LI score is at least similar to the reference lightness level.

Somewhat Light: The execution of the
algorithm attains somewhat satisfactory
lightness level

• The PoS is satisfactory.
• The LI score is at most somewhat lower than the reference lightness level.

OR
• The PoS is somewhat satisfactory.
• The LI score is at least somewhat lower than the reference lightness level.

Not Light: The execution of the
algorithm attains low lightness
level

Otherwise.
Table 9
The PROMETHEE II scheme; the LI and the Net Outranking Flow qualitative interpretations.
Calculation Levels

LI Lightness is lower
than the reference
execution
(0, 0.4)

Lightness is
somewhat lower than
the reference
execution
[0.4, 0.8)

Lightness is similar to
the reference
execution
[0.8, 1.4)

Lightness is higher
than the reference
execution
≥1.4

Net Outranking
Flow

Low: (−0.36, −0.21) Somewhat
Satisfactory:
[−0.21, 0.2)

Satisfactory:
[0.2, 0.36)

High:
≥0.36
164
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Table 10
The TOPSIS scheme; the LI and Performance Score qualitative interpretations.
Calculation Levels

LI Lightness is lower
than the reference
execution
(0, 0.4)

Lightness is
somewhat lower than
the reference
execution
[0.4, 0.8)

Lightness is similar to
the reference
execution
[0.8, 1.4)

Lightness is higher
than the reference
execution
≥1.4

Performance
Score

Low:
(0, 0.45)

Somewhat
Satisfactory:
[0.45, 0.61)

Satisfactory:
[0.61, 1)

High:
≥1
Table 11
The Fuzzy TOPSIS scheme; the LI and Closeness Coefficient qualitative interpretations.
Calculation Levels

LI Lightness is lower than
the reference execution
(0, 0.4)

Lightness is somewhat
lower than the reference
execution
[0.4, 0.8)

Lightness is similar to
the reference execution
[0.8, 1.4)

Lightness is higher than
the reference execution
≥1.4

Closeness
Coefficient

Low:
(0, 0.5)

Somewhat Satisfactory:
0.5

Satisfactory:
(0.5, 1)

High:
≥1
Table 12
The MCDM evaluation chart.
Level Lightness Level

Ultralight: The execution of the algorithm
attains high lightness level

• The MCUMI is high.
• The LI score is higher than the reference execution.

Light: The execution of the algorithm attains
satisfactory lightness level

• The MCUMI is high.
• The LI score is at most similar to the reference execution.

OR
• The MCUMI is satisfactory.
• The LI score is at least somewhat lower than the reference execution.

OR
• The MCUMI is somewhat satisfactory.
• The LI score is at least similar to the reference execution.

Somewhat Light: The execution of the
algorithm attains somewhat satisfactory
lightness level

• The MCUMI is satisfactory.
• The LI score is lower than the reference execution.

OR
• The MCUMI is somewhat satisfactory.
• The LI score is at most somewhat lower than the reference execution.

OR
• The MCUMI is low.
• The LI score is at least somewhat lower than the reference execution.

Not Light: The execution of the
algorithm attains low lightness
level

Otherwise.
the ANM scheme, along with its chart, which relies mainly on the
mean, standard deviation, kurtosis, and skewness, in addition to
the LI in its classification. The second method is the ISS scheme,
along with its chart, which relies on the PoS and the LI in its
classification. The final method is the MCDMs, which relies on the
MCUMIs and the LI. The results confirm that the MCDM method
is the best as it enables the classification and ranking of the
algorithms with an added accuracy and with identified quality
ranks. The findings of this sequel paper’s analysis are based on
the same simulation parameters provided in [6].

5.1. Results

The ELIS is an application of the proposed unified analytical
ramework on a number of cryptographic ciphers that have been
escribed in the literature as tiny, lightweight, little, or minute.
he Activities are carried out in line with the GBM, and after
etermining the system’s Goal and Input, they are carried out as
ollows:

1. Use VHDL under Quartus to do the hardware implementa-
tions of the target lightweight ciphers.
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2. Use Quartus and ModelSim to analyze the hardware profile.
3. Use C programming language under Visual Studio to do

the software implementations of the target lightweight
ciphers.

4. Use Intel VTune Amplifier to analyze the software profile.
5. Calculate and examine the whole algorithmic profile.
6. Use a statistical software program to combine and evaluate

the findings from all profiles.
7. Use Microsoft Excel to derive and investigate the MCUMIs.

Based on the Activities, the following steps are then per-
formed:

8. Create the Output KIs file.
9. Calculate the Outcomes’ aggregate indicators.

10. Build the complete Performance report.

Tables 13 through 15 detail the development and implementa-
tion of the broad algorithmic, software, and hardware character-
istics of the cryptographic algorithms under study. As a result, the
Skipjack algorithm achieved the greatest throughput of software
execution with 156.098 Mbps, while the KTANTAN-48 algorithm
attained the best throughput of hardware execution with 480
Mpbs. With 77 ALUTs and 167 LRs, the 3-Way algorithm achieved
the smallest hardware area (see Table 14).
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Table 13
General algorithmic profile.
Algorithm name AC Mapped AC RS NR BS

Skipjack AQ 0.8 80 32 64
XTEA AQ 0.8 96 64 64
3-Way AQ 0.8 128 11 96
HIGHT AQ 0.8 80 32 64
KATAN-32 AQ 0.8 80 254 32
KATAN-48 AQ 0.8 80 254 48
KATAN-64 AQ 0.8 80 254 64
KTANTAN-32 AQ 0.8 80 254 32
KTANTAN-48 AQ 0.8 80 254 48
KTANTAN-64 AQ 0.8 80 254 64
Reference AQ 0.68 112 32 40
Table 14
Software profile.
Algorithm name ET (µs) TH (Mbps) CPI CMR

Skipjack 0.41 156.098 1.327 0.164
XTEA 2.57 24.903 0.729 0.033
3-Way 2.32 41.379 1.107 0.036
HIGHT 8.64 7.407 1.33 0.003
KATAN-32 27.46 1.165 0.634 0.006
KATAN-48 40.33 1.19 0.634 0.004
KATAN-64 52.83 1.211 0.627 0.003
KTANTAN-32 791.08 0.04 0.986 0.001
KTANTAN-48 803.83 0.06 0.975 0.001
KTANTAN-64 821.83 0.078 0.965 0.001
Reference 277.5 21.25 1.82 0.27
Table 15
Hardware profile.
Algorithm name ET (µs) TH (Mbps) PD (ns) ALUT LR PC (mW)

Skipjack 7.49 8.55 11.9 554 142 331.01
XTEA 6.18 10.35 11.1 2799 135 322.77
3-Way 0.8 120 3.82 77 167 331.01
HIGHT 1.85 34.59 127.78 2036 72 332.66
KATAN-32 1.47 21.77 43.57 2145 540 328.63
KATAN-48 1.89 25.4 79.94 3982 556 329.95
KATAN-64 2.38 26.89 78.31 4315 572 330.94
KTANTAN-32 0.09 372.09 40.03 1947 112 328.58
KTANTAN-48 0.1 480 72.78 3662 128 329.81
KTANTAN-64 0.15 438.36 79.3 4075 144 331
Reference 1.47 251.75 51.5 381.5 312.75 343.75
Table 16
Indicators.
Algorithm name LI Net Outranking Flow Performance Score Closeness Coefficient

Skipjack 1.53 0.04 0.54 0.37
XTEA 1.19 0.02 0.45 0.26
3-Way 2.46 0.108 0.56 0.66
HIGHT 1.3 0.01 0.43 0.24
KATAN-32 0.87 −0.003 0.42 0.12
KATAN-48 0.77 −0.07 0.37 0.12
KATAN-64 0.74 −0.103 0.35 0.12
KTANTAN-32 1.01 0.04 0.47 0.32
KTANTAN-48 0.92 −0.007 0.45 0.32
KTANTAN-64 0.87 −0.04 0.42 0.32
a
a
s

q
c
c
S
L
i
i
t

The LI was derived using Eq. (2) through (5). The Net Outrank-
ng Flow, Performance Score, and Closeness Coefficient were derived
sing the PROMETHEE II, TOPSIS, and Fuzzy TOPSIS MCDM tech-
iques, respectively. The values of these indicators for each target
lgorithm can be found in Table 16. It can be noticed that the
ighest indicator values were scored by the 3-Way algorithm.
igs. 2, 3, 4, and 5 present a per-indicator comparison.
The ANM, ISS, and MCDM schemes were applied, and the

esults are shown in Figs. 6 and 7, where 0 means that the
lgorithm is Not Light, 1 means that it is Somewhat Light, 2 means
hat it is Light, and 3 means that it is Ultralight. The value of each
ndicator for each targeted lightweight cipher is visualized on a
adar Chart. It is obvious that the 3-Way algorithm was classified
 a

166
s Ultralight according to the ANM and ISS schemes, while no
lgorithms were classified as Ultralight according to the MCDM
chemes.
Table 17 uses the Difference in Classification (δC ) measure to

uantify the difference between the scale levels of two classifi-
ation methods. The metric δC measures the gap between two
lassifications, where the difference is classified into Nil, Small,
omewhat Significant, and Significant. The qualitative terms Not
ight, Somewhat Light, Light, and Ultralight were replaced by the
nteger values 0, 1, 2, and 3, respectively and then the Difference
n Classification δC was calculated. The difference was between
he classifications done according to the ISS and those done
ccording to the other schemes, the results are visualized in Fig. 8.
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Fig. 2. The LI scores.

Fig. 3. The Net Outranking Flow scores.

Fig. 4. The Performance Score results.

Fig. 5. The Closeness Coefficient results.

ccording to the results, the categorization difference varies from

il to Small.
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Fig. 6. The ANM and ISS classifications for each target algorithm. The Radar
Chart depicts the scale: Not Light (0), Somewhat Light (1), Light (2), and
Ultralight (3).

Fig. 7. The MCDMs classification for each target algorithm. The Radar Chart
depicts the scale: Not Light (0), Somewhat Light (1), Light (2), and Ultralight
(3).

Table 17
The scale and corresponding values of the
difference in classification (δC ) metric.
Rank (δC )

Nil 0
Small 1
Somewhat significant 2
Significant 3

5.2. General evaluation

The current study may be assessed on framework develop-
ment, application, and contextualization. The developed frame-
work is unified as it combines algorithmic, hardware, and soft-
ware features. The framework also uses MCDM and fuzzy MCDM
techniques to give a set of standardized performance evaluation
criteria in addition to a set of helpful performance indicators.
The framework fills a void in performance analysis and in han-
dling the heterogeneous aspects of today’s computer systems.
According to the findings, creating unified indexes/indicators is
considered a useful approach since this could reflect certain char-
acteristics in terms of a variety of different critical success factors;
the factors or indicators used in this framework include the LI, Net
Outranking Flow, Performance Score, and the Closeness Coefficient.
ndeed, the established unified framework is expandable without
equiring changes to the statistical computation or measure-
ent structure, allowing for the addition of new indicators under
arious profiles.
The developed framework may be utilized at the application

evel to evaluate the quality of cryptographic algorithms based
n their lightness, speed, complexity, and security strength. The
eveloped framework can also help embedded system designers
o choose the suitable algorithm because it ranks the crypto-
raphic algorithms based on their hybrid characteristics. Other
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Fig. 8. The Difference in Classification (δC ) between ISS and other schemes. The Radar Chart depicts the scale: Nil (0), Small (1), Somewhat Significant (2), and
ignificant (3).
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pplications, such as signal processing, image processing, and big
ata analytics, can benefit from the framework since the proposed
lgorithmic, hardware, and software profiles can be customized
er application.
The framework is contextualized with respect to the intended

pplication domain, bringing in a comprehensive and extensive
ollection of reference KIs. KIs, like the ET, TH, CPI, CMR, PD, LUT,
R, and PC, are context-free and hence versatile. Other KIs, like
S, NR, and BS, are specific for cryptographic algorithms.
The proposed framework targets the hybrid implementations

f cryptographic algorithms, which is limited in the literature.
similar approach was done in [53], where the authors used a

trategy to aggregate multiple hardware and software attributes
o come up with a single estimate of execution time. With CMIs
nd MCUMIs, our suggested unified framework would undoubt-
dly enrich such investigations and support concrete evaluations
t an added value.

.3. Closely related work

The intended contribution in this paper has been proposed as a
equel to the investigation in [6]. Furthermore, a discussion about
imilar analytical frameworks is presented in Section 2.4. In [4],
he authors used statistical aggregations, in addition to different
CDMs to allow for the classification and ranking of the proposed

ight-weight ciphers. In [8], the authors relied on single indicators
nd only one CMI in the classification of the lightweight ciphers
hey have presented. It is clear that the authors did not make any
tatistical aggregation of indicators or attempted to make ranking
ased on a qualitative scale. Most evaluations in the literature
eek to categorize and rank a collection of suggested lightweight
iphers, as shown in the description of open issues in Table 1, but
o classifications were presented.
In the proposed framework, the suggested CMIs, together with

heir accompanying ANM, ISS, and MCDM schemes, advance the
opic towards its next level in terms of performance evalua-
ion. The proposed framework is, indeed, a methodology that
nables precise classifications per a concrete cryptographic al-
orithm lightness scale. Undoubtedly, the proposed framework

an lead to automated benchmark tools that can be customized a
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ithin the application’s context. The created framework stresses
roviding an accurate classification and ranking of lightweight
iphers by proposing different methods of analysis and thus en-
uring robust evaluations.

.4. Limitations and future work

After all the classifications that were carried out, choosing an
dequate algorithm to use is no longer confusing. Despite the fact
hat the obtained Difference in Classification (as shown in Fig. 8)
s Small or Nil in most situations, the ANM, ISS, and MCDMs charts
upport distinct classes and enable different evaluations. When
ndividual indicator scores are examined, it becomes clear that
he source of disparities is the individual low scores achieved by
ultiple indicators. As a result of the low indicator scores, the
NM rankings are affected because of the use of averaging and
roduced lower scores than that of the ISS. Section 5.1 explains
hat the 3-Way algorithm achieved the highest score in terms
f lightness in all of the classifications, however, KTANTAN-48
nd KTANTAN-32 for instance, reflect a higher level of light-
ess (Light) as shown in the outcome of the ISS classification,
hile they show the opposite (Somewhat Light) in the out-
ome of the ANM classification. Moreover, KATAN-32, attains
higher lightness (Light) according to the classification of the
ROMETHEE II MCDM, in comparison to the classification results
f the TOPSIS MCDM which shows a lower lightness for this
ipher(Somewhat Light). Therefore, prioritizing a classification
ver another based on the application that the lightweight cipher
s needed for should have been present in this work.

As mentioned in Section 3, this work is an extension to the ex-
sting work proposed in [6], however, significant future work can
e carried out. Future work can include experimenting with other
tatistical formulations or machine learning techniques to pro-
uce more accurate classifiers with less computing complexity.
eep learning can be introduced to enable adaptive implemen-
ations. Beyond cryptography, the framework described in this
tudy is considered to be highly reusable. Future work can include
he development of classifiers for digital signature algorithms.
he speed in which digital signature algorithms process data,

s well as their ability to validate data integrity, are generally
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Fig. 9. The six elements diagram of the ELIS analytical framework.
easured in terms of their performance [54]. Future work may
nclude the creation of an Effective Signatures Indicator (ESI)
hat combines context-specific indicators to help rank and cat-
gorize digital signature algorithms based on their effectiveness.
he framework can also be expanded to include more indicators
ike the resistance against side-channel attacks, relevant attack
odels, and key scheduling. Also, more evaluation charts like the
ross-matching evaluation chart and the selection model can be
dopted from [38]. Finally, the framework can be integrated into
redistributable software package. A friendly User Interface (UI)
an be added so that beneficiaries can easily use it.

. Conclusion

Modern high-performance computers are hybrids of multi-
ore processors, FPGAs, and GPUs. The proposed unified frame-
ork seeks to characterize hybrid implementations of lightweight
ryptographic algorithms and qualitatively assess their lightness.
169
Processing subsystems are divided into profiles in the frame-
work, each of which may be modified for a given application.
The suggested framework was used to generate several essen-
tial measures, including lightness, security strength, complexity,
speed indicators, net outranking flow, performance score, and
closeness coefficient. Moreover, the employed computing devices
with high processing power are the multi-core processors and
the high-end FPGAs for software and hardware implementations,
respectively. The framework enjoys being unique where there
is no other framework that makes use of geometric mean of
ratios, MCDM, fuzzy MCDM, quantitative ranking, and qualitative
classification at the same time. With an LI of 2.46, Net Out-
ranking Flow of 0.108, Performance Score of 0.56, and Closeness
Coefficient of 0.66, the created framework ranks the 3-Way to
be the lightest of all the algorithms. The lowest values of LI and
Performance Score were recorded by KATAN-64 algorithm, having
values of 0.74, and 0.35, respectively. The lowest Net Outranking
Flow was recorded by KATAN-48 algorithm, having a value of

−0.07. The KATAN-32, KATAN-48, and KATAN-64 algorithms had
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the lowest Closeness Coefficient, with a value of 0.12. The overall
ELIS framework and its six elements are summarized in Fig. 9.
Indeed, the proposed framework is scalable, upgradeable, and
can be customized per application. The developed framework
can be utilized in environments like Big Data processing and
Cloud Computing. The framework aids deciding on a suitable
lightweight cipher, where it guarantees that the system is secure
without compromising performance. Moreover, the framework
can be adopted for lightweight environments, such as IoT devices,
where securing communication and data processing among edge
devices and the corresponding database, or the server they are
connected to, is of critical importance. Future work includes
targeting additional processing systems, involving different ap-
plication areas, integrating the framework within a co-design
Integrated Development Environment (IDE), including additional
indicators and evaluation charts, integrating the framework into
a re-distributable software package, capturing partitioned imple-
mentations, and introducing machine learning into the process of
classification.

Acronyms
AES Advanced Encryption Standard
ANM Aggregate Numeric Measures
CMI Combined Measurement Indicator
COM Computer-On-Module
CPI Clock Cycles per Instruction
CPU Central Processing Unit
CRITIC Criteria Importance Through Inter criteria
EEMBC Embedded Microprocessor Benchmark

Consortium
ELIS Extended Lightness Indicator System
ESI Effective Signatures Indicator
FNIS Fuzzy Negative Ideal Solution
FoM Figure of Merit
FPGA Field Programmable Gate Array
FPIS Fuzzy Positive Ideal Solution
GBM Generic Benchmark Model
GPU Graphical Processing Unit
IDE Integrated Development Environment
IoT Internet of Things
ISS Indicator Status Scheme
ITS Intelligent Transportation Systems
KI Key Indicator
LI Lightness Indicator
LIS Lightness Indicator System
MCDM Multiple-Criteria Decision Making
MCUMI Multiple-Criteria Unified Measurement

Indicator
MHD Modern Hardware Device
ML Machine Learning
PoS Percentage of Satisfaction
PROMETHEE Preference Ranking Organization Method for

Enrichment Evaluation
PSO Particle Swarm Optimization
QoE Quality of Experience
QoS Quality of Service
RAM Random Access Memory
RCE Resource Constrained Environment
ROM Read-Only Memory
SHA Secure Hash Algorithm
SPEC Standard Performance Evaluation Corporation
TOPSIS Technique for Order of Preference by

Similarity to Ideal Solution
UI User Interface

WSN Wireless Sensor Network
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