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Abstract 26 

The purpose of this study was to examine the reliability of the spatiotemporal 27 

determinants of maximal sprinting speed in boys over single and multiple steps.  28 

Fifty-four adolescent boys (age = 14.1 ± 0.7 years [range=12.9-15.7 years]; height = 29 

1.63 ± 0.09 m; body mass = 55.3 ± 13.3 kg; -0.31 ± 0.90 age from Peak Height 30 

Velocity (PHV) in years; mean ± s) volunteered to complete a 30 m sprint test on 31 

three occasions over a two-week period. Speed, step length, step frequency, contact 32 

time and flight time were assessed via an optical measurement system. Speed and step 33 

characteristics were obtained from the single-fastest step and average of the two- and 34 

four-fastest consecutive steps. Pairwise comparison of consecutive trials revealed the 35 

coefficient of variation (CV) for speed was greater in 4-step (CV=7.3 & 7.5%) 36 

compared to 2-step (CV=4.2 & 4.1%) and 1-step (CV=4.8 & 4.6%) analysis. The CV 37 

of step length, step frequency and contact time ranged from 4.8-7.5% for 1-step, 3.8-38 

5.0% for 2-step and 4.2-7.5% for 4-step analyses across all trials. An acceptable 39 

degree of reliability was achieved for the spatiotemporal and performance variables 40 

assessed in this study. Two-step analysis demonstrated the highest degree of 41 

reliability for the key spatiotemporal variables, and therefore may be the most suitable 42 

approach to monitor the spatiotemporal characteristics of maximal sprint speed in 43 

boys.  44 
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Introduction 51 

Sprint performance may be considered an important determinant of 52 

sporting success (8,33,26) and is also considered a fundamental component of athletic 53 

development programmes for youth athletes (1,22). Furthermore, sprinting is 54 

considered a fundamental movement skill that underpins successful and healthy 55 

physical development (24). For these reasons, assessments of sprint performance are 56 

common in talent identification batteries in youth sports and have been used to 57 

distinguish between elite and non-elite youth athletes (33,26).   58 

Speed is the product of step length and step frequency (15), and whilst 59 

some debate exists regarding the interaction between these variables (9,15,37,39), the 60 

exploration into these factors is important for understanding of optimal sprint 61 

performance (5). In adults, it has been suggested that faster sprinters exhibit increased 62 

stride lengths through the application of greater ground reaction forces during shorter 63 

periods of ground contact (39). However, only a limited number of studies (25,34,38) 64 

have explored the spatiotemporal determinants of sprint performance in youth 65 

populations, with none exploring the reliability of these characteristics and how such 66 

data might be applied for tracking changes in performance. Meyers et al. (25) 67 

suggested that maturation may influence the relative importance of the determinants 68 

of speed. Specifically, they showed that sprint speed in young boys (pre peak height 69 

velocity) may be related to stride frequency while in older boys (post peak height 70 

velocity) performance is more related to stride length.  71 

Methods for assessing sprinting speed in the literature have included over-72 

ground running, non-motorised and torque treadmill techniques (35), with the 73 

literature suggesting that over-ground assessment of speed are the most reliable and 74 

commonly used method in youth populations (35). However, these data are often 75 



4 

 4 

derived from electronic timing gate systems that measure only sprint time with no 76 

reference to the components of sprint performance. The use of optical measurement 77 

systems (21,5,25,40), and retrospective video analysis (15,4,37) are common methods 78 

to allow more detailed analysis of spatiotemporal sprint characteristics, yet only 79 

limited data are available from youth populations (25). The use of non-motorised 80 

treadmills may allow for determination of sprint kinetics and asymmetry in these 81 

variables (36) but methodological constraints seem to reduce their validity in 82 

paediatric populations due to the treadmill inertia; influence of body mass; elasticity 83 

of tethers used and ultimately the lower velocities achieved in youths compared to 84 

over-ground running (35,34,20).  85 

 86 

While previous research has examined the reliability of sprint 87 

performance in youth populations (3,6,18,19), to the authors’ knowledge no previous 88 

research has examined the reliability of spatiotemporal sprint mechanics at maximal 89 

speed in adolescent boys. Adolescence is a period of rapid change and sprint 90 

characteristics have been shown to fluctuate around this period (25). The time around 91 

the growth spurt can be associated with temporarily disrupted co-ordination (31) 92 

which may influence the reliability of sprint step characteristics.  Optical 93 

measurement systems have been shown to produce reliable results for assessing jump 94 

height (11), motorized treadmill running performance (30), and for the measurement 95 

of step length and rate with elite male and female sprinters using a 40 m track (5). 96 

However, to the authors’ knowledge no data exist to assess the reliability of this 97 

method in youth populations. Data pertaining to the reliability of the spatiotemporal 98 

characteristics of youth males would be important in order to establish appropriate 99 
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magnitudes of change that allow for effective monitoring of sprint performance in 100 

boys (12). 101 

Given the limited research into the reliability of sprint characteristics in 102 

youth, the aim of this study was to examine the reliability of the spatiotemporal 103 

determinants of maximal sprint speed in a population of boys. 104 

 105 

 106 

Methods and Materials 107 

Participants 108 

Fifty-four school-aged boys (mean ± s [range]: age 14.1 ± 0.7 [12.9 - 109 

15.7] yrs, height 1.64 ± 0.92 [1.42 - 1.82] m, mass 55.3 ± 13.3 [36.5 - 94.3] kg) 110 

agreed to participate in the study. Age from peak height velocity (PHV) was -0.31 ± 111 

0.90 (range: -2.0 - +1.8) years, as predicted from anthropometric measures (27). 112 

Participants reported no injuries upon enrolling into the study and all regularly 113 

participated in twice-weekly physical education classes that were 60 minutes in 114 

duration. Data pertaining to habitual and sporting activities of the participants outside 115 

of school curriculum time were not collected. The project received ethical approval by 116 

the University’s Research Ethics committee and both participant assent and parental 117 

consent were obtained prior to testing.  118 

 119 

Procedures 120 

Testing took place over a two-week period and required participants to 121 

attend three scheduled testing sessions, separated by a minimum of 24 hrs. All testing 122 

sessions took place during physical education classes, in the same indoor facility. All 123 

participants were instructed to wear the same clothing and footwear, asked to refrain 124 
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from physical activity 24 hours before testing and to refrain from eating one hour 125 

prior to testing. Participants were provided with the opportunity to familiarize 126 

themselves with the test equipment and the protocol used prior to the first testing 127 

session. 128 

Sprint test. The sprint test was administered using procedures previously 129 

reported for assessing adolescent boys (25), whereby participants performed a 130 

maximal sprint over a 30 m track. A finish line was established at 35 m to encourage 131 

participants to continue maximal sprinting throughout the 15-30 m data collection 132 

zone of the sprint where measurements were recorded. This distance was selected 133 

based on evidence that the majority of trained youth soccer players achieved maximal 134 

speed inside 35 m (2). Participants were given two trials for the sprint test and were 135 

instructed to start from a split stance position with one foot on a line positioned 50 cm 136 

behind the starting line. Participants were given the instructions “Ready” and “Go”, 137 

and verbal encouragement was given throughout the test to encourage maximal effort. 138 

All tests were undertaken individually and a minimum of four minutes rest was given 139 

between trials to ensure sufficient recovery. 140 

Sprint test variables. The assessment of sprint characteristics was made 141 

via an optical measurement system (Optojump, Microgate, Italy) positioned at floor 142 

level in the 15-30 m data collection zone of the sprint track. Data for the sprint 143 

characteristics were instantaneously collected to an accuracy of 1/1000 s using a 144 

Windows XP laptop via specialist Optojump software (Microgate, Italy), and 145 

subsequently exported to Microsoft Excel for data processing. High levels of 146 

reliability and validity have previously been reported for the use of optical 147 

measurement systems during the assessment of jump performance [ICC: 0.982-0.989, 148 

CV: 2.7%;(11)] and also the measurement of spatiotemporal running characteristics 149 
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[ICC: 0.87-0.98, CV: 0.6-5.5%;(30)] in adult populations. Data obtained from the 150 

optical measurement system automatically calculated the following variables: 151 

• Speed: Calculated by dividing the distance (m) between alternate foot 152 

contacts (step length) and the time taken (s) between these contacts (flight 153 

time + contact time). Units are expressed as distance per unit time (m.s-1). 154 

• Step length: The distance (m) between the foot tip of alternate foot 155 

contacts (i.e. the distance between left and right foot contacts).  156 

• Step frequency: The rate (Hz) of lower limbs movements as defined by 157 

the number of steps taken per second.  158 

• Contact time: The amount of time (s) the participant spends during the 159 

stance phase of the sprint, where the foot is in contact with the floor.  160 

• Flight time: The amount of time (s) between alternate foot contacts, 161 

where the participant is not in contact with the floor. 162 

 163 

Sprint test data processing. Data for all steps completed within the 15-30 164 

m data collection zone were recorded for participants over their two sprint trials. 165 

Subsequently all data corresponding to the single fastest step over the two trials was 166 

extracted for the 1-step analysis.  Similarly, all data corresponding to the two fastest 167 

and four fastest consecutive steps were extracted for 2-step and 4-step analysis, 168 

respectively.  If a participant was deemed to have obtained their fastest steps from the 169 

last or first foot contact recorded in the 15-30 m data collection zone, then their data 170 

were excluded from the analysis. This exclusion was enforced to remove those 171 

participants who had already achieved maximal speed prior to the data collection zone, 172 

and also those who were still accelerating at the end of the data collection zone, 173 

thereby resulting in data from only those participants achieving maximal speed 174 
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between 15-30 m. Sixty-six participants were originally tested, with 12 removed as a 175 

result of these criteria, resulting in 54 participants being taken forward for statistical 176 

analysis. No statistical differences in physical characteristics or maturity existed 177 

between those included and those excluded based on these criteria. 178 

 179 

Statistical Analyses 180 

Means and standard deviations were calculated for all variables over 1, 2 181 

and 4-steps, with a repeated-measures analysis of variance (ANOVA) used to assess if 182 

there were differences between the 1, 2 and 4 step data.  Where required, Tukey’s 183 

HSD test was used to highlight significant pair-wise differences. Mauchly’s test for 184 

sphericity was used to ensure non-violation of the respective assumptions and, where 185 

violated, a Greenhouse-Geiser adjustment was implemented. Test-to-test reliability 186 

was assessed for all variables through change-in-the-mean, intra-class correlation and 187 

the co-efficient of variation. Ninety-five percent confidence intervals were reported 188 

for all test variables.  The typical error and smallest worthwhile effect were also 189 

calculated and the ratio between the two used to represent the sensitivity of each 190 

variable as a noise:signal ratio (41).  The smallest worthwhile effect was calculated as 191 

0.2 of the between-participant standard deviation either between consecutive trials or 192 

across all trials to provide an overall value (13). Change in mean, coefficient of 193 

variation, typical error and limits of agreement were calculated for consecutive trials 194 

using an online spreadsheet (14) using Microsoft Excel for Mac 2011. This 195 

spreadsheet also provided a mean typical error across all three trials to allow 196 

calculation of the noise:signal ratio. The repeated measures ANOVA was processed 197 

using IBM SPSS statistics v20, with all significance values accepted where p < 0.05.  198 

 199 
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Results 200 

Mean and standard deviations for all variables assessed during the 1, 2- 201 

and 4-step analyses over the three testing occasions are presented in Table 1. The 202 

highest speed was observed in the 1-step analysis, with significant decreases in the 2-203 

step and 4-step analysis across tests 1, 2 and 3 (F2,106 = 197.37, p < .05; F2,106 = 58.74, 204 

p < .05; F2,106 = 114.52, p < .05, respectively). Furthermore, for the 1-step analysis 205 

there was no observed systematic bias in speed (F2,106 = 0.02, p > .05), step length 206 

(F2,106 = 2.07, p > .05) and step frequency (F2,106 = 1.87, p > .05), with no significant 207 

differences observed between tests 1, 2 and 3. For the two-step analysis, significantly 208 

lower speed and shorter stride length were noted between tests 1-2 (p < .05), although 209 

no significant differences were observed in test 3 compared to all other tests (p > .05).  210 

No significant differences were observed during the 2-step analysis for stride 211 

frequency (F2,106 = 0.75, p > .05), contact time (F2,106 = 2.92, p > .05) and flight time 212 

(F2,106 = 1.35, p > .05) across all testing occasions.  A similar pattern was observed for 213 

the 4-step analysis, where significantly lower speed and shorter step length were 214 

observed from tests 1-2 (p < .05) before significant increases in both variables 215 

between tests 2-3 (p < .05).  216 
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 217 

The change in the mean, intra-class correlation, coefficient of variation 218 

and limits of agreement across all tests of the step analyses can be observed in Table 2. 219 

The between-test differences observed in Table 1 are reflected in the change of mean 220 

presented in Table 2.  Notably there were negligible changes in the mean across the 221 

three testing occasions for the 1-step analysis and substantial changes in the mean in 222 

the 4-step analysis, which were two-three fold greater than the changes observed for 223 

the 2-step analysis. The coefficient of variation for speed over the three tests was 224 

similar for both the 1- and 2-step analyses (4.1-4.8%), yet greater in the 4-step 225 

analysis (7.3-7.5%).  Overall the 2-step analysis was found to have the lowest 226 

coefficient of variation for speed, step length, and step frequency (3.8-4.6%), with 1-227 

step analysis showing a similar range (4.6-5.4%) and clear overlap in the 95% 228 
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confidence intervals between the 1- and 2-step analyses.  The 95% confidence 229 

intervals for speed during the 4-step analysis were outside the ranges of the same 230 

variable during the 1- and 2-step analyses. Overall the 2-step analysis was found to 231 

have the highest intra-class correlations for speed, stride length and contact time 232 

variables (r = .79-.86). Furthermore, 1-step analysis also demonstrated good levels of 233 

consistency for speed, step length and contact time (r = .66-.81).  Step frequency, 234 

contact time and flight time were most consistent variables during the 4-step analysis 235 

(r = .52-.86). 236 

 237 

The noise/signal ratio data in Table 3 highlights that speed in the 2-step analysis was 238 

the only variable to achieve a ratio <2 over all tests (1.89-1.92), with all other 239 

variables in the 2-step analysis from all other analyses ranging from 2.19-4.33. 240 

 241 
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Discussion 244 

It would seem from the results of this study that both speed and its 245 

spatiotemporal determinants obtained via an optical measurement system exhibit 246 

acceptable levels of reliability, with all variables in 1-, 2- and 4-step analysis, except 247 

flight time, possessing coefficients of variation below the 10% level often used to 248 

determine test reliability (16,23). Such findings are important owing to the lack of 249 

published data related to the measurement error using optical measurement system for 250 

the assessment of spatiotemporal sprint characteristics in boys. 251 

Although the co-efficient of variation (CV) in spatiotemporal measures 252 

during the 4-step analysis were below the 10% threshold for most variables, 4-step 253 

analysis may be deemed the least reliable measure owing to the fact that speed and 254 

step length were substantially more unreliable when compared to 1- and 2-step 255 

analyses.  Additionally, the intra-class correlations and change in the mean between 256 

testing occasions would seem to indicate the potential for greater systematic bias and 257 

greater variability in the 4-step analysis when compared to the other step analyses.  258 

Cumulatively these data result in wider limits of agreement with large amounts of 259 

systematic bias, and on that basis the use of a 4-step analysis to establish 260 

spatiotemporal variables associated with maximal sprinting in adolescent boys is 261 

discouraged.  There was some evidence of systematic bias during trial two during the 262 

2-step analysis.  Such systematic bias is difficult to rationalise, although importantly 263 

such bias was not evident when a third test was included, and was not evident in the 264 

1-step analysis.  Combined with low levels of random variation it is suggested that the 265 

use of 1- and 2-step analysis are the best approaches to elicit satisfactory levels of 266 

reliability.  267 
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The CV for speed during the 1- and 2-step analysis were marginally 268 

higher, yet the intra-class correlation values were comparable (ICC < 0.82-0.98, CV > 269 

0.83-1.91%) to previous studies where speed was assessed (3,7). However, in both 270 

studies photo-electric timing gates were used with athletic populations rather than a 271 

ground level optical measurement system with a general population as used here, 272 

making direct comparisons between studies difficult. Furthermore, the present study 273 

sought to establish maximal speed from single or multiple steps at any point during 274 

the 15-30 m data collection zone, rather than establish reliability of distance-specific 275 

split times during a 0-30 m sprint. Whilst, it is accepted that split-times from photo-276 

electric timing gates are reported as highly reliable (35), the level of information 277 

gathered about the spatiotemporal characteristics of the sprint is not comparable with 278 

the methods employed in the current study.   Finally, and most importantly, the age 279 

range in the present study represented a sample that included the period of 280 

adolescence (mean age from PHV = -0.31 ± 0.90 years). Variability in explosive jump 281 

performance is known to be greater in children and adolescents compared to adults 282 

(10). Therefore some of the variability evident in the current study may result from a 283 

combination of focusing on maximal speed measures rather than split times, and the 284 

selection of an adolescent population where more variable motor control may be 285 

evident (29). 286 

With reference to the other spatiotemporal variables, it was noted that in 287 

the 1- and 2-step analyses, all variables produced reasonable levels of reliability with 288 

coefficients of variation <7.5%, except for flight time (CV = 10.4-12.6%).  Whilst the 289 

importance of step length and step frequency in relation to sprint performance is well 290 

established, the contribution of these variables to acceleration and maximal speed 291 

sprint performance in different populations still remains an area of debate (39,15,28). 292 
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Furthermore, the good reliability evident in the contact time variable during all 293 

analyses is important due to the impact of reduced contact time upon subsequent step 294 

frequency (39,28). Interestingly, data from this study reports higher CV values for 295 

flight time and contact time than for step frequency, despite step frequency being a 296 

product of flight and contact time.  Such an observation may support the fact that 297 

male youth self-regulate their step frequency by the manipulation of flight and contact 298 

time, although such a conclusion warrants further investigation. 299 

Although speed had good reliability in the 1-step analysis, step frequency 300 

had higher variability within the same analysis.  The impact of step frequency on 301 

sprint speed has also been demonstrated in boys who were of a similar maturational 302 

status (25), with the suggestion that the stabilization of step frequency with advancing 303 

maturation might be a stimulus for improved sprint performance.   304 

The use of the 1-step analysis may also prove useful for the assessment of 305 

spatiotemporal asymmetries. Previous authors have suggested average asymmetries 306 

assessed over 30 m on a non-motorised treadmill were around 17% in a population of 307 

boys around peak height velocity (36).  With such a high degree of variability evident 308 

in this population, and the reported link between asymmetry and injury (17), the use 309 

of 1-step analysis for the exploration of spatiotemporal asymmetry in boys seems 310 

worthy of further research. 311 

Finally, the noise and signal ratios shown in Table 3 provide useful insight 312 

into the use of the spatiotemporal sprint determinants for monitoring changes in 313 

athletic performance (12). Although none of the spatiotemporal variables achieved 314 

noise values less than the signal, speed in the 2-step analysis achieved a typical error 315 

of measurement less than twice the smallest worthwhile change and all variables 316 

elicited noise:signal ratios less than four. A previous study has reported noise:signal 317 
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ratios for sprint activities of adults during soccer simulations between 1.5-2.5 (41); the 318 

slightly higher noise:signal ratios in the current study may be due to the measurement 319 

of maximal speed (and not sprint time) and use of an adolescent population in the 320 

current study.  Importantly, a previous study has reported typical changes in maximal 321 

speed of 0.77 m/s with increases in maturation from -1 to +1 years peak height 322 

velocity (25), demonstrating observed changes that are greater than the smallest 323 

worthwhile change and substantially greater than twice the typical error in boys 324 

around the period of adolescence.  Consequently, the spatiotemporal data quantified 325 

in this study provide sufficient reliability to accurately monitor changes in maximal 326 

speed related to changes in growth and maturation in boys. The simple and brief 327 

nature of sprinting also allows the option of taking a mean value across more trials to 328 

reduce the level of noise, where random variation will be reduced by a factor of 329 

1/√number of trials (32).  For example, repeating the procedures three times and 330 

taking a mean value would reduce random variability by a factor of 0.57 and reduce 331 

the noise:signal ratios to <2 for all 1-step and 2-step variables.  332 

A limitation of this study may be the information gathered regarding 333 

participants habitual and sporting activities outside of the physical education 334 

curriculum.  These data were not collected, and as such it is not possible to determine 335 

the variation in training age throughout the sample and to determine the influence of 336 

these data upon the reliability of spatiotemporal determinants of sprint performance. 337 

In conclusion, this study has added to the limited data pertaining to the 338 

reliability of field-based assessment of the spatiotemporal determinants of maximal 339 

sprint performance. Using analyses over 1-, 2- and 4-steps acceptable levels of 340 

reliability were found for speed, step length, step frequency and contact times.  One- 341 

and 2-step analyses are deemed the most suitable approaches for scientists and 342 
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coaches to make reliable assessments of spatiotemporal sprint characteristics using the 343 

proposed methodology. Whilst the 2-step analysis may have the lowest levels of 344 

random variation, the 1-step may facilitate the reliable assessment of spatiotemporal 345 

asymmetries in sprinting. The levels of random variation and noise:signal ratio during 346 

the 2-step analysis were deemed acceptable to monitor changes in maximal sprint 347 

speed and the associated spatiotemporal characteristics around the adolescent growth 348 

spurt in boys.  349 

 350 
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