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ABSTRACT

In the coming years, the Versatile Video Coding (VVC) standard
will be launched to replace the current High Efficiency Video Cod-
ing (HEVC) standard, making it necessary to find efficient methods
to convert existing multimedia content to the new format. However,
transcoding is a complex pipeline composed of a decoding and an
encoding process that involves long processing times. On the basis
of the existing correlation between the block partitioning structures
of both standards, this paper presents an HEVC-to-VVC transcoding
scheme. The proposed method consists of a Naı̈ve-Bayes classifier
that assists the partitioning decision at the first level of quadtree by
using features extracted from the 128×128 pixel blocks of the resid-
ual and reconstructed frames in HEVC. The experimental results us-
ing random access configuration show an average transcoding time
reduction of 13.38% at the cost of a compression efficiency loss of
0.32% in terms of BD-rate.

Index Terms— HEVC, H.265, VVC, Transcoding, MTT.

1. INTRODUCTION

In recent years, the H.264/Advanced Video Coding (AVC) stan-
dard has been the predominant codec in the video industry until it
has been gradually replaced by the High Efficiency Video Coding
(HEVC) since its launch in 2013 [1]. HEVC doubles the com-
pression performance of H.264/AVC, especially for high definition
(HD) and ultra-high definition (UHD) content, but at the cost of a
great increase in processing times [2]. However, the demand for
multimedia content is growing exponentially year after year, ex-
ceeding 80% of total Internet traffic, according to predictions for
2022 [3]. In addition, new image formats are emerging, such as 4K,
8K and high dynamic range (HDR). To meet these demands, the
Joint Video Experts Team (JVET) was formed in October 2015 to
start the development of the Versatile Video Coding (VVC) stan-
dard, with a compression capability that significantly surpasses the
one achieved by HEVC, albeit introducing high computational costs
into the encoding process.

Taking advantage of the compression capability of VVC and
the large amount of content encoded using HEVC, a heterogeneous
transcoder from HEVC to VVC brings value to many applications
and provides interoperability between the two standards. This type
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of heterogeneous transcoders has been of great relevance in the lit-
erature. On the one hand, there are fast transcoders between stan-
dards such as the one proposed by J.-F. Franche and S. Coulombe in
2018 [4]. This H.264-to-HEVC transcoder can speed up the coding
time by 11.77× with a penalty of 3.82% in terms of the Bjøntegaard
delta rate (BD-rate) [5]. To do this, they propose a motion propaga-
tion algorithm that reuses information in different partition sizes and
a fast mode decision framework to determine whether a CU must be
split or not. On the other hand, there are also proposals involving
royalty-free video codecs. In 2017, X. Li et al. proposed four mod-
els for different depth and quantization parameter (QP) values using
Naı̈ve-Bayes classifiers implemented in a machine-learning-based
VP9-to-HEVC transcoder [6]. With an average BD-rate penalty of
2.8%, this proposal achieves a 44% time reduction compared with
the full VP9-to-HEVC transcoder. Finally, a transcoder based on
CU depth inheritance between HEVC and AV1 was presented in
2019 [7]. Aiming to identify possible correlations between coding
units (CUs) and block size decisions performed by the two codecs,
an average time saving of 35.41% is achieved at the cost of a 4.54%
BD-rate penalty.

The coding efficiency gain achieved by VVC is due to the inte-
gration of new coding tools that considerably increase the computa-
tional cost. Among them, the new block partitioning scheme known
as the multi-type tree (MTT) replaces the quadtree (QT) structure of
HEVC. MTT is based on two splitting stages: firstly, a QT is used
to split the initial CU into four sub-CUs of equal size recursively,
and secondly, the leaf nodes of the QT are split horizontally or verti-
cally by the use of binary trees (BTs) and ternary trees (TTs), respec-
tively. The MTT partitioning scheme of VVC features a maximum
block size of 128×128 pixels, while in HEVC the maximum size is
64×64 pixels. Therefore, there is no direct relationship between a
128×128 block in VVC and any of the blocks in HEVC.

To address this, the first HEVC-to-VVC transcoding scheme is
proposed in this paper, introducing a prediction model using Naı̈ve-
Bayes classifier to assist the QT partitioning at the first level depth,
i.e., whether to split the 128×128 block into 4 sub-blocks of 64×64
pixels or not. To build the model, different statistical information
from the HEVC bitstream has been used from both the residual
and the reconstructed images of the HEVC Test Model (HM) 16.16
decoder [8]. Since the most demanded services are on-demand
video and live streaming, the model was built from information of
sequences encoded using random access (RA) configuration. The
proposed algorithm, which has been implemented in the VVC Test
Model (VTM) 2.0.1 encoder [9], achieves an average transcoding
time reduction of 13.38% with a compression penalty of only 0.32%
in terms of the BD-rate, compared to the anchor transcoder.



2. HEVC-TO-VVC TRANSCODING ALGORITHM

Our proposal consists of a probabilistic prediction model that assists
the partitioning of 128×128 pixel blocks. This section includes the
details of the algorithm design process, including the analysis of the
variables, the generation of the dataset, the training of the prediction
model and the integration of the algorithm in the transcoder.

2.1. Data understanding

A large set of features and statistical information numbered from V1

to V16 has been extracted from the HEVC bitstream and from the
transcoding process itself of 128×128 pixel blocks. This informa-
tion can potentially describe the characteristics of the block and tex-
ture of the image to make an accurate decision, based on the residual
and the reconstructed images [10]. The initial set of features contains
the following information for each block:

• Average of the block: calculated for the samples in the
128×128 residual block (V1), which can describe the com-
plexity of the prediction obtained for the current block.

• Variance of the block: variance of the samples in the
128×128 block, both in the residual frame (V2) and in the
reconstructed image (V9).

• Variance of the means in sub-blocks: the 128×128 residual
block is divided into four blocks of size 64×64. The mean of
the residual values of each 64×64 is calculated, and then the
variance of these means (V3).

• Variance of the variances in sub-blocks: similar to the pre-
vious statistic, the variance of the variances of each 64×64
residual block is calculated (V4).

• Fisher coefficient of skewness: measure the lack of symmetry
of a set of values based on their distribution around the aver-
age. It has been calculated for the 128×128 block in both the
residual frame (V5) and the reconstructed image (V7).

• Mean absolute deviation: the amount of deviation that occurs
around the mean in the samples of a block has been calculated
for the 128×128 block in both the residual frame (V6) and the
reconstructed image (V8).

• Number of zero values: the complexity of the prediction for a
block can be estimated with the amount of zero values in the
residual of the 128×128 block (V10).

• Coefficient of Kurtosis: measure the concentration of val-
ues close to the average, which has been calculated for the
128×128 block in both the residual frame (V11) and the re-
constructed image (V12).

• Spatial index (SI) of the 128×128 block: the SI feature de-
fines the level of detail in the block, i.e., whether it is a com-
plex region of the frame or a homogeneous zone, so it has
been calculated only in the reconstructed image (V13), using
the Sobel filter.

• Cost in bits of the block in the HEVC stream (V14).

• Number of pixels in the frame (width × height) of the se-
quence to which the 128×128 block belongs (V15).

• Lambda value used to encode the frame (V16). This depends
on the QP and the temporal layer of the frame in the hierarchy
established by the group of pictures (GOP) configuration.

Fig. 1. SI and TI of the test sequences.

2.2. Generation of the dataset

A dataset must contain different information sources so that the
model can adapt to different scenarios; in our case, video sequences
with different resolutions and content. For this reason, the training
set has been elaborated by choosing five sequences (one per class)
from those specified in the framework of common testing conditions
of the JVET group [11].

Having defined the features used in the construction of the pro-
posed decision model, it is necessary to describe the process fol-
lowed to generate the instances of the dataset. Ideally, a dataset
should contain instances from as many different scenarios as pos-
sible to ensure the adaptivity of the model to any context and input
sequence. The criterion used in the selection consisted of taking
one sequence per class on the basis of their SI and temporal index
(TI) [12]. On the basis of Fig. 1, which shows the distribution of
these indices for all sequences, we selected Campfire (Class A), Bas-
ketballDrive (Class B), BQMall (Class C), BQSquare (Class D), and
KristenAndSara (Class E).

With the aim of homogenizing the number of instances per class
and avoiding overfitting due to the significant difference in resolu-
tion, only 1,000 instances per temporal layer belonging to hierarchi-
cal B frames and encoded sequence were selected. The instances
not used for training and those corresponding to the remaining se-
quences were left for evaluation. In addition to the type of content
being transcoded, it is also important to consider configuration pa-
rameters that may affect the prediction. In particular, on the basis of
the JVET document, we considered four QP values to generate the
dataset, namely 22, 27, 32 and 37, which cover a wide range of rate-
distortion scenarios. The class attribute, which represents the value
to be predicted by the model, was obtained from each 128×128
block in VTM. If the block was split in four CUs using a QT, its
value would be 1, and 0 otherwise.

Based on the above considerations, the total number of instances
in the dataset was almost 6 million instances, of which only 1.40%
were used for training the model, and the remaining 98.60% for val-
idation and evaluation.

2.3. Model generation and training

The decision model used in the first partitioning level of the QT was
generated using the WEKA software [13] following a knowledge
discovery from data (KDD) approach [14]. This tool, which was
developed in Java, supports well-known data mining algorithms and



Fig. 2. Data processing and model generation flowchart.

operations such as clustering, regression and visualization. With this
aim, we used the information obtained from the 128×128 blocks to
generate the model.

For a better understanding of the model creation process, Fig. 2
depicts a flowchart of the different stages in the data processing, from
the extraction of input information from the HEVC stream to the
generation of the model. As can be seen, the first step is the char-
acterization of each variable and attribute by its type. Different data
types include numeric, nominal, string or dates. In our case, all the
information extracted from the blocks is numeric in all cases except
for the class attribute. The second step consists in splitting the in-
stances in training and testing datasets as previously specified.

Once the datasets have been created, the next step is the genera-
tion of the model from the training set. Among all the possible clas-
sifiers, we selected Naı̈ve-Bayes, which is based on the idea that an
event occurs after other events that may have an influence on the for-
mer, but that are independent of each other once the class is known.
Mathematically this is expressed as the factorization by the probabil-
ity of the class multiplied by the probability of each variable given

Fig. 3. Encoding process of the HEVC-VVC transcoder.

the class, i.e. given a class Y and a set of variables {X1, . . . , XN},
the following expression is satisfied:

P (Y |X1, . . . , XN ) ∝ P (Y ) · P (X1|Y ) . . . P (XN |Y )

This set of frequencies is computed in only one reading, and thus
the computational complexity of building a Naı̈ve-Bayes classifier is
O(Nn), where N is the number of instances and n the number of
features [15]. In addition, Naı̈ve-Bayes is linear in its classification
phase, i.e. O(n), becoming one of the fastest classifiers available.

To ensure a correct classification of the model, the training
dataset requires prior preprocessing, including feature discretiza-
tion and selection. Without any prior preprocessing, the accuracy
of the model employing a 5-fold cross validation on the training
set using a Naı̈ve-Bayes classifier is only 79.01%. Given that the
input attributes are continuous quantitative variables, which forces
us to assume that they follow a specific distribution (e.g., a normal
distribution), and given that Naı̈ve-Bayes results in better accuracy
with categorical variables, all attributes are discretized into intervals
whose range depends on their contribution to the class attribute [16].
After this discretization step, the accuracy of the model has been
increased to 84.42%.

Building on the preprocessing of the training set, Naı̈ve-Bayes
classifiers, like other probabilistic classifiers, are sensitive to the fea-
ture sets used to induce them. Therefore, it is necessary to discern
the attributes that actually contribute to the prediction of the class
variable from those that are irrelevant or redundant. To this end, we
selected Wrapper with forward selection to generate the correspond-
ing training subset [17]. As a result, only two of the variables were
selected, namely V14 and V12, omitting the remaining ones and ob-
taining an accuracy of 92.34%. In this regard, it is worth noting the
difference in terms of accuracy of the model before and after the
preprocessing of the dataset.

2.4. Integration of the model in the transcoder

The coding flow of the proposed transcoder is depicted in Fig. 3.
When a coding tree unit (CTU) is going to be encoded in the



Table 1. Accuracy of the proposed model.

Class Accuracy (%)
QP 22 QP 27 QP 32 QP 37

A1 96.24 91.33 90.06 89.76
A2 91.90 85.30 83.83 85.73
B 94.30 88.66 85.85 86.24
C 97.64 95.23 92.96 90.05
D 99.13 95.44 89.92 87.69
E 88.47 90.33 92.32 94.37

Average 94.86 90.98 88.89 88.64

transcoder, the model is evaluated for the current 128×128 block.
If the model decides to split the block, it is divided into 4 CUs
of 64×64 pixels each, thus reducing the total computation time,
since the evaluation of QT, BT and TT is skipped for this level. On
the contrary, if the model decides not to split the 128×128 block,
the evaluation of lower levels in the partitioning tree is completely
omitted, resulting in significant time savings.

3. EVALUATION RESULTS

Regarding the experimental setup, the hardware platform used in the
tests was composed of an Intel® Xeon® E5-2630L v3 CPU run-
ning at 1.80 GHz and 16 GB of main memory. The encoders were
compiled with GCC 5.4.0-6 and executed on Ubuntu 16.04.3 LTS
(GNU/Linux 4.4.0-143). Turbo Boost was disabled to achieve the
reproducibility of the results. Sequences were encoded according to
the common coding conditions issued by the JVET [11], RA con-
figuration, QP values 22, 27, 32, and 37, 10-bit encoding, and 4:2:0
chroma subsampling.

On the one hand, Table 1 shows the accuracy of the testing sets
for each class and QP used for the validation of the model. The
results show that the accuracy achieved is significantly higher for
lower QPs, while still near 90% in the case of higher QPs. Moreover,
it can be seen that there is no overfitting with respect to any QP or
class, since high accuracy is achieved in all cases. When considering
all the instances of the testing set, the average accuracy achieved by
the proposed model is 89.42%. While it is slightly lower than the
accuracy obtained from the training set, it is still significantly high,
and thus confirms the validity of the model.

On the other hand, Table 2 shows the results of the proposed
first depth level transcoding algorithm in terms of BD-Rate and time
reduction (TR). As can be observed, it achieves an average time sav-
ing of 13.38% with a negligible impact in coding efficiency of 0.32%
BD-Rate, which measures the increment in bitrate while maintaining
the same objective video quality [5]. In addition, the results related
to the encoding time show that the implemented model performs bet-
ter in high-resolution classes, that is, in classes A1, A2, B and E. This
is because a 128×128 block represents a smaller part of the image
compared to class C and D resolutions, and therefore the possibili-
ties of splitting the block in QT are lower, saving longer encoding
time by avoiding the evaluation of lower partitioning levels.

4. CONCLUSIONS

In this paper, a CU partitioning decision for the first depth level based
on a prediction model using the Naı̈ve-Bayes classifier for a HEVC-
to-VVC transcoder is presented. To this end, the model predicts the

Table 2. Results of the proposal using RA configuration.

Class Sequence BD-rate (%) TR (%)

A1

Tango2 1.07 30.38
Drums100 0.75 16.87
Campfire 0.06 9.83
ToddlerFountain2 −0.05 6.50

A2

CatRobot 0.75 20.11
TrafficFlow 0.44 24.55
DaylightRoad2 1.35 25.52
Rollercoaster2 0.95 30.00

B

Kimono 0.23 17.46
ParkScene 0.17 12.50
Cactus 0.08 12.33
BasketballDrive 0.27 11.86
BQTerrace 0.02 12.97

C

BasketballDrill 0.20 6.16
BQMall −0.06 6.92
PartyScene −0.11 4.78
RaceHorsesC −0.01 4.41

D

BasketballPass 0.66 3.40
BQSquare −0.19 6.50
BlowingBubbles 0.04 4.27
RaceHorses 0.23 3.30

E
FourPeople 0.06 15.15
Johnny 0.33 16.36
KristenAndSara 0.35 18.88

Per-class
average

Class A1 0.46 15.90
Class A2 0.87 25.01
Class B 0.15 13.42
Class C 0.01 5.57
Class D 0.19 4.37
Class E 0.25 16.80

Total average 0.32 13.38

QT splitting decision of 128×128 blocks from information extracted
from the HEVC bitstream. On the one hand, if the model decides
to split the block, it is divided into 4 CUs of 64×64 pixels each,
continuing with the normal coding flow of the MTT structure for
each block. On the other hand, if the model decides not to split the
128×128 block, the QT partitioning ends at the first level, resulting
in significant time savings since the lower QT levels are skipped.
The evaluation results evince the high accuracy of the model, which
reaches 89.42% for the testing set. The performance analysis of the
transcoder shows the efficiency of the Naı̈ve-Bayes classifier, given
that a TR of 13.38% is achieved with a negligible penalty in terms
of BD-rate, compared with the anchor transcoder.

As future work, new techniques will be implemented in our
HEVC-to-VVC transcoder to achieve greater time savings. Since
this proposal has been integrated into the first partitioning level of
the MTT structure, new approaches will focus on accelerating the
remaining depth levels. In addition to square blocks, the prediction
units (PUs) in HEVC may provide meaningful information to assist
BT and TT splitting decisions. Finally, proposals that focus on other
encoder modules can also achieve time savings, which are compat-
ible with the one presented in this paper, such as the intra and inter
prediction modules.
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