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Abstract 
 
 
When interacting with a smartphone, the user does not just interact with the 
screen-based user interface (UI) but also the physical hardware's form. This 
thesis looks beyond designing smartphone screen UI's as a separate entity, a 
common practice for many interaction designers. Instead, this research 
investigates combining the physical smartphone form, the screen-based UI 
and the biomechanical tool used to interact, that of the human hand, informing 
more compelling user interactions. 
  
This research was completed through five stages using qualitative and 
quantitative research methods. The first questioned how the physical 
interaction method (touchscreen, buttons, or stylus) affected hand usage 
(Chapter 3). The second and third used the first stage findings to understand 
the effects on the smartphone movement concerning: for stage two, the size 
of the smartphone and grips (Chapter 4), and for the third stage, the body 
posture (sitting, lying down, standing) and grips (Chapter 5). Finally, for stages 
four and five, a collaboration with interaction designers using the gathered 
data developed interaction concepts that focused on types of applications 
(security and messaging) (Chapter 6) and the handgrips and body postures 
used (Chapter 7).  
   
This research has developed insights showing the usage of four grips to 
interact with a smartphone. The participant's grips used, smartphones size, 
and body posture affected the level and angle of the smartphone's movement. 
With the single-handed grip, lying down body posture, and the larger-sized 
smartphones (iPhone 6 and 6+) produce the most movement. The least being 
asymmetric bimanual with a finger, standing and the smaller sized 
smartphones (iPhone 4s and 5). Through a collaboration with interaction 
designers, this research has produced 20 concepts that provide insights on 
new design approaches and how design can change by using the physical 
smartphone size, body posture, and hand grips within the design context. 
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Chapter 1: Introduction 
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Chapter 1: Introduction 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

This chapter presents an overview of the thesis and its emergence from the 

research questions and literature review. In addition, it presents an overview 

of the activities completed: qualitative and quantitative studies and design 

workshops. I produced three papers from this work: 2x ACM CHI and 1x 

ACM DIS, one poster (ACM Mobile HCI), a doctoral consortium workshop 

paper (ACM DIS), and a design workshop (UX Bristol 2017). This chapter 

also highlights the approach taken to this research and how I formed each 

study and establishes the research questions and professional career 

changes. 
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1.0 Motivations 
Perhaps the most natural and intuitive way people interact physically with the 

world is through their hands. With the way the human body has influenced 

our understanding of mechanical technology, it is easy to think of the hand 

as a bio-mechanical tool - a tool we can use (disability aside) without 

conscious thought (Dix 2002). However, Frank Wilson, in his book "The 

Hand", states that people rarely notice each 'skill' that the hand performs 

daily, not just to use interactive technology but by merely lifting the fork to our 

mouths so that we can eat (F. R. Wilson 1999). This thesis aimed to 

research how we use hand-skills to interact with handheld technology. To 

achieve this, I looked at Napier's (Napier 1993) seminal work on the hand 

that defined grips for interacting with everyday objects (e.g., precision, 

power, hook and scissor grip – see section 2.2.2). Despite the previous 

research on the physical and connected hand (as shown in the literature 

review Chapter 2). UI design can often ignore the hand's natural skill. For 

example, current smartphone interaction design is focused solely on screen-

based interaction (Apple 2020, Apple Developer 2020 and Google 2020), 
completely ignoring the full spectrum of the hand. Importantly this research 

looks to close the loop between Wilson (F. R. Wilson 1999) and Napier's 

(Napier 1993) insights on the hand and current UI design. 

 

Previous research has looked at smartphone movement for the single-

handed grip (Negulescu and McGrenere 2015; Noor et al. 2014; Chang et 
al. 2015) and, in some contexts, dealing with the physical device (Viet Le et 
al. 2016; Kim et al. 2006; Noor et al. 2014; Yoo, Yoon, and Ji 2015). 
However, there is a lack of research regarding the interactions between the 

hand and smartphones in various scenarios (e.g., handgrip, body posture, 

device size and target areas). I investigated how the hand is used in different 

conditions to generate knowledge to benefit UI designers. Using these 

findings to inspire UI designers and through design workshops, I question if 

considering hand usage can allow the UI designer to create more compelling 

UI experiences that are more usable. 
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I have conducted this research with the primary focus being that of the hand 

and not the technology or other commercial constraints that current 

smartphone UI designers work within. Therefore, my research is only 

concerned with interactions with the smartphone when held within the 

participant's hands, not when pocketed or resting on a table. The devices 

selected for study are commercially available smartphones produced during 

or before 2016 and are single screened devices. All participants were under 

55yrs old, based in the UK and able-bodied. I did not consider any physical, 

mental or sight disabilities within this research. Additionally, this research 

focused purely on tapping as the interaction method and did not consider 

others, such as gesture interaction. 

 

1.1 Research questions 
This research aims to understand in a systematic way how the hand interacts 

with smartphones - Investigating if the smartphones' type of interaction, size 

or users' body posture affects how the smartphone is manipulated by the 

hand when operated. I then applied those findings to determine if they could 

be used to guide the design of new mobile UI designs.   

  

From this, I developed the overarching research question:  
1) How does the design of smartphones affect hand interaction? 

  

1.1.1 Interaction methods 
The first of the three variables (Chapter 3) were inspired by Napier (Napier 
1993) and his research on the affordances of the hand, highlighting how the 

hand adapts when interacting with different objects using four grip types 

(power, precision, hook, and scissor). Next, I investigated how these 

handgrips differed between different smartphones interaction types. To this 

end, I selected three available commercial smartphones with differing 

interactions: a stylus (Sony Ericsson), button-based (BlackBerry) and touch 

screen (iPhone 4).   
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From this. I developed the research question:  
2) Do the interaction methods used change the way participants use their 

hands to interact? 

 

1.1.2 Size of device 
Napier (Napier 1993) highlighted how handgrips adapt when using different 

sized objects to progress this research. I investigated how the movements 

and interactions with the smartphone compared when using four different 

sized devices (iPhone 4,5,6 and 6 plus) (Chapter 4). Following on from 

Chapter 3, I selected the touchscreen interaction as the participants used the 

most grips (four grips) to complete the task.   

  

From this. I developed the research question:  
3) Does the size of the handheld interactive object change the way the hand 

interacts? 

 

1.1.3 Body posture 
My third and final variable (Chapter 5), being inspired by Bachynskyi 

(Bachynskyi et al. 2015), investigated how the participant's posture may 

alter the movement and interaction with the smartphone, comparing a 

participant's action when standing or lying down with one of sitting while 

resting. The body postures were selected to be symmetrical. Each posture 

used different muscles to support the arms. In each posture, the user 

positioned the smartphone at a particular angle, meaning that three unique 

combinations of posture and angle were studied overall. 

 

From this. I developed the research question: 
4) Does the participant's body posture affect how the hand interacts with the 

handheld interactive device? 
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1.1.4 UI design concepts 
The final area of research that the thesis investigates is how to translate this 

gathered empirical research, and with the collaboration of UI designers 

understand if this new knowledge would allow for the creation of more 

compelling smartphone user interfaces. 

 

From this. I developed the research question: 
5) How can we design interactive, handheld smartphones better for the user's 

hand interaction? 

 

1.2 PhD timeline 
Starting in 2009, this part-time PhD has been completed jointly with me 

working as a professional user experience designer (UX designer) (Figure 

1.1). During these years of study, several changes have occurred. First, the 

university changed its name from the ‘University Wales Institute Cardiff’ to 

‘Cardiff Metropolitan University. Additionally, the supervisory team changed, 

with Dr David Dinka (then the head of user research at Skype) leaving the 

team and Dr Anne Roudaut of Bristol University joining. 

 

1.2.1 Employment changes 
During this period of study, I have worked as a UX designer for seven 

different employers. First, as an in-house UX designer for Skype and Friends 

Life, then freelance for early-stage start-ups such as Housetrip, Ticket.com 

and MovieGlu, within a technology agency for Somo and academia, firstly for 

Brunel University and finally as a research associate for Bristol University. I 

have, during this time, launched products that have enabled users to 

communicate across the world, helped in the securing of VC funding and led 

the UX design for websites, smartphone apps and system designs for 

international companies such as Vodafone Audi, Jardine and Moet. 
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1.2.2 Research topic changes 
When starting the PhD and working at Skype, the research was concerned 

more with communication interfaces and differences between tangible vs 

purely screen-based interaction. However, after leaving Skype, the research 

topic evolved to something more personally inspired, the human hand.   

   

The topic of the human hand had its inspiration through a conversation that I 

had at my first CHI (Computer-Human Interaction) conference in Vienna 

(2004). My then line manager, Abigail Sellen, introduced me to Bill Buxton 

and Yves Guard. Bill Buxton took the opportunity to educate me in the 

research that Guard had completed on asymmetric bi-manual interaction 

(Guiard and Ferrand 1996). Bill Buxton demonstrated that each hand 

played a different role by using an imaginary ice hockey stick to hit an 

imaginary puck. On discovering the book 'Hand' by Frank Wilson (F. R. 
Wilson 1999), I decided this was a research topic I would like to explore 

further, questioning how the hand interacted with technology. 

 

1.3 Publications 
For this PhD, I have published five academic research publications that 

include three full papers, one poster and one paper in the proceedings of a 

doctoral consortium, covering four studies and part of the literature review.  

 

1.3.1 Related work 
As an early-stage PhD student, I published part of the literature review at a 

doctoral consortium  (Eardley, Gill, and Thompson 2012). 
 

Eardley. R., Gill. S., Thompson. S., (2012) Investigating the biomechanical 
hand and its role in designing interactions. Doctoral Symposium of ACM 

Conference on Designing Interactive Systems (DIS). Newcastle, UK. June 

2012. 
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Figure 1.1. Timeline of part-time PhD 
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1.3.2 Study 1: Type of interaction 
The research and discoveries for Study 1 have been published at Mobile HCI 

as a poster and contributes to chapter 3 (Eardley et al. 2016). 
 

Eardley. R., Gill. S., Roudaut. A., Thompson. S., Hare.J., (2016)  

Investigating how the hand interacts with different mobile phones.  

Mobile HCI 2016, Florence, Italy. 

 

1.3.3 Study 2: Smartphone size & Study 3: Body 

posture 
Both papers have contributed to the quantitative studies and presented 

in chapters 4 & 5 (Eardley et al. 2017; 2018b). 
 

Eardley. R., Roudaut. A., Gill. S.,Thompson. S., (2018) Investigating How 
Smartphone Movement is Affected by Body Posture. CHI 2018, 

Montréal, Canada 

 

Eardley. R., Roudaut. A., Gill. S.,Thompson. S., (2017) Understanding Grip 
Shifts: How Form Factors Impact Hand Movements on Mobile Phones. 

CHI 2017, Denver, Colorado, USA 

 

1.3.4 Study 5: Grip and body posture workshops 
The design workshops from Study 5 have been published in DIS and 

contribute to chapter 7 and were awarded an Honorable Mention (Eardley et 
al. 2018a). 
 

Eardley. R., Roudaut. A., Gill. S.,Thompson. S., (2018) Designing for 
Multiple Hand Grips and Body Postures within the UX of a moving 
Smartphone. ACM Conference on Designing Interactive Systems (DIS). 

Hong Kong. June 2018. 
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1.4 Approach 
To understand how compelling UIs are designed, it is necessary to 

understand how users interact with smartphones. Consequently, this 

research approach contained four studies that first investigated how 

smartphones are used with hands (Chapters 3 to 5) and secondly, how 

designers could use this data to design better smartphone interactions 

(Chapter 6). I conducted three studies investigating the impacts of type of 

interaction, smartphone size, and body posture on user interaction. This is 

shown in more detail in Table 1.1. To conclude this study, I conducted 

workshops with professional UI designers to apply my findings to determine if 

higher quality user experiences could be achieved. 

 

 

 
Table 1.1. Layout of approach 

 

 

1.5 Methodology 
This research used a mixture of qualitative and quantitative research 

methodologies (Bergin 2018) or sequential ‘exploratory design’ (Creswell 
and Plano Clark 2011). First, I used qualitative research methods to conduct 

an observational study on how the hand interacts with a smartphone, 

Size

Application
re-design

Body
postures

Grips 
defined by 
participantsTask

Body posture

Grip

Design 
workshops

Study 4Study 1
Type of 
interaction

Smartphone 
size

Study 2 Study 3

Body posture

Qualitative Quantitative

Interaction Type

Grip

Design 
workshops

Study 5
Type of 
interaction

Smartphone 
size Body posture

QualitativeQuantitative

User defined Study variable Not included in study



Chapter 1: Introduction 
 

 10 

depending on the type of phone (see Study 1, Chapter 3). I then used 

quantitative methods to understand the relationship between movement and 

smartphone size (Study 2, reported in Chapter 4) and the relationship 

between movement and body posture (Study 3, reported in Chapter 5). 

Study 4 (reported in Chapter 6) and Study 5 (reported in Chapter 7) focused 

on understanding how designers creatively interpreted the gathered data 

through qualitative design workshops. 

 

1.5.1 Qualitative research 
For the explorative Study 1 type of interaction, I wanted to understand how 

people used their hands to interact with current smartphones. To this end, I 

conducted semi-structured interviews with a task-based activity, interacting 

with three different types of smartphones to send a short text message. 

Using semi-structured interviews allows the researchers to have a defined 

range of topics or questions and the flexibility of expanding on those topics in 

greater depth during the session (Bergin 2018; Adams 2015). Using a task-

based activity and analysis, I observed the participants engaging with the 

smartphones and identified the grips used (Stammers and Shepherd 1991). 
As the participants for the study would use smartphones one after the other, 

it was essential to making sure that their familiarity with the task did not affect 

the research goals. Once the data was collected, I categorized the grips 

used by the participants through Affinity Diagramming (Harboe and Huang, 
2015) as a clustering process. I also used Affinity Diagramming to cluster the 

sketches in Study 4, re-designing an application and Study 5, understanding 

the design possibilities.  

 

1.5.2 Quantitative research 
Study 2 (smartphone size) and Study 3 (body posture) used identical 

research methodologies. The following research studies would then identify if 

the participants’ smartphone activity matched or contradicted them (Bergin, 
2018). To statistically analyze the studies, I intended to use the standard 

statistical method of Analysis of Covariance (ANOVA) (MacKenzie, 2012; 
Bergin, 2018). However, the data set also included the participants’ hand 
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sizes, and hence I selected ANCOVA, which extends the analysis of 

variance by including additional variables (Rutherford, 2001). To understand 

the participants’ attitudes towards the smartphone interaction (e.g., How 

comfortable the grip was), I created a questionnaire that used a Likert scale 

(Appendix B.3) (Likert, 1932). 
 

1.5.3 Ethics 
I applied for and received Cardiff Metropolitan University ethical approval for 

all participant-based studies, including qualitative forms, interviews and 

design workshops (based on and off the university campus) and quantitative 

data collection. For the studies in Chapters 3,4,5 and 7, I recruited the 

participants via email. For Chapter 6, where I ran a workshop during a 

conference, participants could optionally join the study and have their 

designs photographed and analysed. All potential participants had the 

opportunity to review the information sheets and consent forms before 

conducting each study to support the potential participants in their informed 

decision-making. In addition, I ensured that the participants who took part in 

the body posture study, as presented in Chapter 5, completed activities using 

an air mattress to reduce discomfort when lying down. 

 

1.6 Thesis Overview 
The thesis comprises the following sections: research literature review, 

studies completed, and conclusions drawn.   

   

Chapter 2 presents the related work in five parts. The first looks at HCI and 

its understanding of physical interaction. The second looks at the 

biomechanics of common types of hand usage, its tissue and bones. The 

third looks at how the hand is used to complete everyday tasks and which 

grips are used. The fourth investigates how the HCI community has 

researched the hand, and the fifth, how the hand interacts with handheld 

technology such as smartphones.    
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Chapters 3 to 6 present my investigations into the hand and smartphone 

interaction. First, chapter 3 presents my investigation into the smartphones' 

interaction type', in which I asked participants to use three smartphones 

(touchscreen, button-based and stylus-based interaction). Next, in Chapter 4, 

the effect of the user's grip, and the size of the smartphone, on the 

smartphone's tilt and rotation are investigated. Finally, Chapter 5 investigates 

the 'Body posture' and how different grips and the participant's body position 

affect the tilt or rotation of the smartphone. Using the research findings from 

Chapters 3, 4 and 5, I then discuss how I used the data to create 12 data 

cards showing the individual data for grips or body posture. I then tested 

these cards during two workshops that enlisted UI designers to develop UI 

concepts.  

   

Through Chapters 6 and 7, I discuss my findings and their impact on 

smartphone design with a hardware/software approach. Finally, concluding 

in Chapter 8, I present the overall thesis and the future work that can be 

done and has emerged from this research. 
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Chapter 2: Literature review 
Part of this chapter has been published at ACM DIS 2012 Doctoral 

Consortium. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

In this chapter we investigate the complexity of the hand and its 

manifestation as a bio-mechanical tool, connected through human thought. 

We also explore how this bio-mechanical tool has been an inspiration for 

interaction within the field of Human Computer Interaction (HCI) with key 

methods of interaction being that of the keyboard and mouse. Finally, we 

look at the HCI literature on how the hand interacts with smartphones, which 

has informed our research. 
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2.0 The physical hand 
Our bio-mechanical hands are complex anatomical structures, fabricated out 

of biological components such as “bones, joints, muscles, arteries, veins and 

nerves” (Wood Jones 1920). For our research, it is not necessary to 

comprehend all anatomical knowledge. Instead, the focus will be on those 

biological components that make up the hand’s mechanical skills, and on 

examining how people control their hands, with Wood 

Jones,    Napier and Wilson all claiming that the hand’s connection to the 

brain is what makes the hand so essential within our daily life (Wood Jones 

1920; J. Napier 1993; Wilson 1999). Napier declared that our hands are 

anatomically “primitive”, inheriting much of their functionality from human 

ancestry, with the hand’s “connection” to the human brain bringing its 

sophistication (J. Napier 1993). 

 

2.0.1 Bone structure and joints 
The human hand has evolved into a structure that in its skeleton foundations 

is able to manipulate object easily. It is made up of a total of 27 bones. Eight 

of these make up the wrist (‘carpals’), Five make up the palm (‘metacarpals’) 

and the digits (‘phalanges’) have two bones for the thumb and three bones 

for the fingers (see figure 2.2) (Tubiana, Thomine and Mackin, 1996). The 

three bones for the fingers include the point (‘distal’), the middle (‘middle’) 

and the base (‘proximal’) (see figure 2.2) (Drake, Vogl, and Mitchell 2010). 

 



Chapter 2: Literature review 

 15 

 
Figure 2.2: The bone structure of the human hand 

 

 

Drake et al (Drake, Vogl, and Mitchell 2010) additionally state that where 

the digits (‘phalanges’) and palm (‘metacarpals’) connect, there is a joint 

(‘metacarpophalangeal’) enabling our digits to create four distinct types of 

motion (‘extension’, ’flexion’, ’abduction’ and ‘adduction’). Extension is where 

the digits are extended away from the palm (figure 2.3a) and flexion is where 

the digits are curled towards the palm (figure 2.3b). Abduction is where the 

digits move from the left (figure 2.3c) and adduction is where the digits move 

from the right (figure 2.3d). 
 

 

 
Figure 2.3: Movement of digits (Drake, Vogl and Mitchell, 2010). 
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Furthermore, the wrist joint allows for these same forms of movement, 

however, including our whole hand (see figure 2.4) (Drake, Vogl, and 

Mitchell 2010). 

 

 

 
Figure 2.4: Movement of hand (Drake, Vogl and Mitchell, 2010). 

 

 

 

2.0.2 Ligaments and muscles 
The ligaments are tissues that connect the bones together. Ligaments such 

as those across the knuckles (‘deep transverse metacarpal ligaments’) are 

prominent within the hand and help to bind the ’metacarpal’ bones together 

and build the foundation of the palm (Drake, Vogl, and Mitchell 2010). The 

human hand moves through muscles situated in two different locations, the 

hand and the forearm. The muscles located in the hand consist of six types 

of ‘intrinsic’ muscles. These ‘intrinsic’ muscles enable the hand to make 

‘precision movements’ with the fingers and thumb. Those muscles located in 

the forearm consist of nine types of ‘extrinsic’ muscles and enable the hand 

to perform more ‘forceful movements’ (Drake, Vogl, and Mitchell 2010). 
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2.0.3 Skin and sensors 
The biological skin covering the human hand has numerous physical 

characteristics. The lines seen on the palms (‘flexure lines’) are creases in 

the skin that correspond to the movement of the skeletal joints of the hand 

(Wood Jones, 1920). The small ridges on the palm and fingers (‘papillary 

ridges’) are the “grasping surface of the hand” (Wood Jones, 1920). We 

should consider the “skin as an exposed portion of the central nervous 

system” as there are many complex sensors embedded in the skin (Wood 

Jones, 1920). 

 

There are two types of sensors orientated ‘outward’ and ‘inward’ (Paterson 

2007). The ‘outward’ orientated sensors are those that permit the human to 

be aware of the physical surroundings. These sensors enable the human to 

feel “resistance, temperature, surface quality, softness, weight and more” 

(Hornecker 2011). Hornecker also points out that touch is bi-directional as 

the human is unable to touch something without that something touching the 

human back (Hornecker 2011). The ‘inward’ orientated sensors, as 

Paterson describes them, enable the human to be aware of their 

biomechanical body’s physical position (‘Proprioception’) and movement 

(‘Kinesthesis’) (Paterson 2007). 

 

2.1 A connected hand 
If we consider the human hand to be controlled by the human through 

thought, then perhaps an understanding of how the human brain connects to 

the hand is needed. Wood Jones argues that “it is not the hand, which is 

perfect, but the whole nervous mechanism by which movements of the hand 

are evoked, coordinated, and controlled” (Wood Jones 1920). 

2.1.1 Controlling the human hand 
It is argued (Wilson 1999) that as a newborn the human has no control of 

their biomechanical tools.  It is only after a number of weeks that the human 

develops the ability to reach towards an object and it is not until the infant 
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can support its head that this reach obtains full accuracy, as the hand 

operates with ‘guidance’ from the infant’s eyes. Wilson adds that the infant 

needs to develop a ‘reference system’ of artifacts within the material world to 

help establish and coordinate the hand’s movements (Wilson 1999). 

 

The human consciousness does not move individual muscles but controls 

these muscles as a physical ‘movement’, as it is the human brain’s ‘cerebral 

cortex’ where “Movements, not muscles, are represented” (Wood Jones 

1920). Movements are described by Wood Jones as follows: “We may say 

that it is a movement of which the animal has definite knowledge, a 

movement which it can, so to speak, see and feel itself doing, a “pictured 

movement” or an “action pattern” which is realized by the animal” (Wood 

Jones 1920).  Wilson argues that this control of the hand is like that of 

puppeteers controlling puppets. However, instead of using strings to control 

the hand, humans use their biological nervous system (Wilson 1999). 

 

It is understandable then why, as with any man-made tool, the ability to 

control biomechanical tools is a ‘skill’ gained through regular practice (Ingold 

2000). It is with this practiced ‘skill’ that humans can develop the ability to 

use the hand without conscious thought. Humans rarely notice the ‘skill’ with 

which the hand performs daily and that the human takes for granted the 

ability to simply lift the fork to the mouth so that they can eat (Wilson 1999). 

It is only when a “breakdown” occurs that the human notices this lack of 

‘fluidity’ and needs to focus on operating these biomechanical tools (Dix 

2002). This learned ‘skill’ is based not on the anatomical human hand but on 

its connection to the human brain: “The skill of the hand lies in the brain and 

it is here that dexterity and adroitness (or clumsiness) originate” (J. Napier 

1993). 

 

The human hand can perform various functions as it is cognitively connected 

and coordinated by the human brain. This includes mechanically 
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manipulating the physical, sensing the material world, both hands working in 

partnership and gesturing to enable the human to communicate. 

 

2.1.2 Manipulating the physical 
To comprehend the hand, we first question the overall physical structure. We 

have what anthropologists’ term ‘Pentadactylism’ as our hands have five 

digits, this being “the absolute bed-rock of mammalian primitiveness” as no 

mammal has evolved beyond five digits (Wood Jones 1920) 

 

It is argued by (Napier, 1956) that the human hand has two types of 

‘movement’ “Prehensile and non-prehensile”.  Wilson describes these types 

of movements as “Prehensile movements are those in which an object is 

held partly or wholly within the hand; non-prehensile movements are those in 

which the object is manipulated by the hand or fingers but not grasped” 

(Wilson 1999).   

 

The prehensile movement has been categorized by Napier (J. Napier 1993) 

to include four basic grips.  Firstly, they identify the ‘precision grip’, which 

uses muscles located in the hand (Drake, Vogl, and Mitchell 2010). The 

human uses this ‘precision grip’ “when delicacy of handling and accuracy of 

instrumentation are essential” (J. Napier 1993). The second is the ‘power 

grip’ and uses muscles within the forearm (Drake et al 2010). This ‘power 

grip’ is used when the human needs to consider force. The third is the ‘hook 

grip’, which is used to carry artifacts such as a heavy bag. Finally, they 

identify the fourth grip, the ‘scissor grip’, is used when the human holds an 

object between their fingers. 

 
Figure 2.5: Four different grips as described by Napier. a) Power grip, b) Pinch grip, c) 

hook grip and d) scissor grip (Napier, 1993). 
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The way in which the human uses the prehensile movements is dependent 

on the task at hand, as it is “a function of the activity itself and does not 

depend on the shape or size of the object gripped” (J. Napier 1993).  It is 

also stated by Napier that the human has the ability to change grips to 

accomplish a task, and when unscrewing a lid of a jar, the human will initially 

use a ‘power grip’ to loosen the lid and untimely use a ‘precision grip’ to 

remove the lid (J. Napier 1993). 

 

 

 
Figure 2.6: Changing grips from power to pinch grip (J. Napier 1993). 

 

 

2.1.3 A touch sensor 
The human hand has various sensors encompassed within its anatomical 

structure; it is a biological tool that Napier (J. Napier 1993) describes as the 

main source of “contact with the physical environment”. Wood Jones (Wood 

Jones 1920) argues that the human hand is the “dominant organ of tactile 

sensibility”. Wilson (Wilson 1999), Wood Jones (Wood Jones 

1920) and Hatwell et al (Hatwell, Streri, and Gentaz 2003) believing that the 

hand as a ‘sense organ’ enabling the gathering of information through touch. 

With the added benefit of being attached to the end of the human’s arms, 

enabling the hands to operate at a distance when required (Wilson 1999). In 

fact, Klatzky et al, 1985 (Klatzky et al, 1985) studied how the hand can 

identify 100 common objects by touch and discovered that their participants 

could explore the object with their hands and give a correct answer within 

one to two seconds of contact (Klatzky et al, 1985).  
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When exploring an object, the participant will as argued by Lederman 

and Klatzky (Lederman and Klatzky 1990) complete a two-stage sequence, 

the first is a “grasp-and-lift” action and the second is termed an exploratory 

procedure (Lederman and Klatzky 1990). Lederman 

and Klatzky (Lederman and Klatzky 1987) and Hatwell et 

al (Hatwell, Streri, and Gentaz 2003) describes these “exploratory 

procedures” (Lederman and Klatzky 1987) as ways the human can assess 

material characteristics of physical artifacts. A brushing of fingers across the 

surface (‘lateral motion’) informs texture. Pushing the fingers into the artifact 

(‘pressure’) informs hardness. Holding the artifact freely within the hand 

(‘unsupported holding’) informs weight. Gripping an artifact within the hand 

(‘enclosure’) informs approximate shape. Others such as placing the hand on 

the artifact (‘static contact’) informs temperature and using the finger to trace 

the artifacts edge (‘contour following’) informs the size and shape; both 

procedures also enable the human to gain a broad understanding for the 

size, shape and texture of the artifact (Lederman 

and Klatzky 1987 and Hatwell, Streri, and Gentaz 2003).  
 
This perception of touch (Lederman and Klatzky 1987) was investigated 

further by Klatzky et al, (Klatzky et al, 1987) exploring the identification of 

objects with and without vision. Using haptic exploration alone, showed that 

hardness and texture were easily defined, however, vision was needed to 

ease the definition of the objects shape (Klatzky et al, 1987).   

 

2.1.4 Left and right hand 
The human hand, as Wilson (Wilson 1999) argues, has a number of 

symbolic implications, none quite so much as left and right-handedness. 

Napier (J. Napier 1993) presents that historically “In most cultural groups the 

left hand is regarded as both unclean and unworthy”, with Wilson (Wilson 

1999), Napier (J. Napier 1993) and Wood Jones (Wood Jones 1920) all 

stating that, within the Western World’s education system, people who had a 

natural dominance for their left hand, were historically forced to use their 
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right.  This hand dominance, as Wilson (Wilson 1999) argues, is a uniquely 

human behavior and set at the early stages of life, ranging from right-

dominant, ambidextrous to left-dominant. 

 

It is argued by Guiard (Guiard 1987) that it is important to not only focus on 

the human hands’ dominance, but on how the hands work individually and in 

partnership, stating that the “human’s most skilled manual activities involve 

two hands playing different roles”. Guiard (Guiard 1987) believes there are 

two types of activities in which the human hands do this. Firstly, there are 

activities in which the hands work together but in different roles (‘bimanual 

asymmetric’) and secondly, activities in which the hands work together and 

play similar roles (‘bimanual symmetric’). It is in this bimanual partnership 

that Wilson (Wilson 1999) argues that the non-dominant hand plays a 

supportive role for the dominant hand. 

 

2.2 Human Computer Interaction and the 
hand 
 

With the hand as arguably a perfectly evolutionally designed tool, used to 

physically interacting with the object around us as discussed in Section 2.1 

and Section 2.2, we question how the hands’ skill as described by Wilson 

(Wilson 1999) is used within the HCI literature. 

 

2.2.1 Physical interaction 
Understanding the natural affordance of the hand in terms of physical 

interaction has been investigated by Ishii et al, (Ishii and Ullmer 1997) who 

questioned how to combine physical interaction with modern computer 

technology. This had its origins in 1967 when English et al (English, 

Engelbart, and Berman 1967) created and compared three devices that 

participants used to select text (see Figure 2.7). Their observations about the 

hand showed that participants’ usage of the three devices (Light pen, 

Joystick and Mouse) depended on how the device fitted within their hand (its 
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size and its range of movement). English et al stated that “large-motion 

capability of arm and wrist can coordinate with the fine-motion capability of 

the fingers”. 

 

 
Figure 2.7: The three devices used Joystick, Light Pen, and mouse (English, 

Engelbart and Berman, 1967) 

 

 

To further understand the size of objects and how they correspond with the 

size of human hand, we should look at the Industrial Designer Henry 

Dreyfuss (Dreyfuss 1960) and his work on the measurement of man. 

Dreyfuss (Dreyfuss 1960) created a lexicon defining the sizing of the human 

body, including the human hand (See figure 2.8) and the sizing for 

mechanical controls (e.g. keypads, rotary knobs, push buttons and joysticks) 

(Tilley 2002). 
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Figure 2.8: Measurements of the hand (Dreyfuss 1960). 

 

This work used the human hand’s mechanical structural measurements 

’anthropometrics’ and its range of movement ‘ergonomics’ as tools to 

empower the design of physical devices (Dreyfuss 1955). The work 

presented measurements that included the amount of pressure the hand can 

exert, the reach of the arm or even statistically the number of left-handed 

indviduals. Dreyfuss (Dreyfuss 1955) argued that knowing these details will 

help designers to understand the best physical positioning for buttons or 

mechanical levers. On the positioning of physical buttons, consideration 

should be made on how the functional layout is defined. Card et al (Card, 

Moran, and Newell 1983) stated that the speed of the finger press is 

essential when designing these interaction elements. One such layout is that 

of the telephone number keypad. To define what worked best, Deininger 

(Deininger 1960) tested numerous layouts (See figure 2.9). The layout that 

won was the one that allowed for the greatest speed offset with the least 

human error. 
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Figure 2.9: Examples of the button layouts used (Deininger 1960). 

 

 

Investigating how the pen and the hand could be merged to create better 

interactions is an area that Hinckley et al (Hinckley et al. 2010) researched.  

Their research “Pen + Touch = New Tools” takes many interaction clues from 

the human ‘naturally’ interacting with paper and seeing what range of 

interaction adding a pen would make. 

 

2.2.2 Sensory Interaction 
Design researchers such as Hemmert (Hemmert et al. 2010), have 

attempted to utilize the hand’s sensors with handheld objects such as mobile 

phones, creating a form of subtle communication, through the physical 

shifting of weight and the changing of shape.  This physical change 

communicates, through the human hand, information such as the mobile 

phone’s battery life (Hemmert et al. 2010). There have also been attempts 

to create a more compelling digital world interaction within the commercial 

game industry through the development of handheld vibration feedback 

devices such as the Nintendo switch (Nintendo 2020). 

 

Touch screen devices such as the Apple IPhone have become popular. This 

is understandable given the flexibility that a screen and a soft key interface 

provide. However, these touch screen devices have a disadvantage, in that 

they exclude tactile feedback. Both Hoggan et al (Hoggan, Brewster, and 
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Johnston 2008) and Harrison et al (Harrison and Hudson 2009) have 

attempted to solve this by providing the user with different types of tactile 

feedback. Hoggan et al (Hoggan, Brewster, and Johnston 2008) attached 

actuators to mobile devices. By comparison, Harrison et al (Harrison and 

Hudson 2009) adapted a screen by adding tactile feedback through 

dynamically inflated buttons. 

 

Other forms of sensory interactive technologies have been developed to 

allow the human to sense tactility from within the virtual world. Paterson 

(Paterson 2007) states that this area of research termed ‘Haptic’ means “the 

sense of touch in all its forms”. Researchers such as Burdea et al (Burdea et 
al., 1991) attempted to achieve ‘Haptic’ feedback through mechanical 

technologies such as actuators in gloves that vibrated when an object was 

manipulated within the virtual world. Iwata (Iwata 2008) describes another 

type of haptic interaction, which uses mechanical structures and servomotors 

to emulate force feedback through the hand from a virtual object. 

 

2.2.3 Gesture Interaction 
The hand’s natural range of motion has enabled many researchers to 

develop interaction techniques through gesture. These interaction methods 

include both surfaces based and ‘in air’ gestures. 

 

Surface technology such as touchscreen interaction (tabletops, tablets and 

mobile phones) uses direct manipulation techniques, where the hand 

connects with the screen. Morris et al (Morris, Wobbrock, and Wilson 

2010) attempted to create a lexicon of interaction methods through 

participant input, asking the participants to demonstrate a gesture that they 

would perform to complete a task. These surface gestures include both one 

and two-handed interaction. Others such as Wu et al (Wu and Balakrishnan 

2003) have investigated how the use of the whole hand could create new 

gestures. Buxton et al (Buxton and Myers 1986) has researched two-

handed interaction techniques, questioning how the human uses of one or 
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two hands compare in manipulating content on a screen. The results of this 

research as presented by Buxton et al (Buxton and Myers 1986) showed 

that parallel two-handed input worked best. 

 

‘In air’ gestures, as argued by Wachs et al (Wachs et al. 2011), have 

improved in recent years with vision-based systems advancing in power and 

quality, enabling HCI researchers to develop gesture systems that have 

greater accuracy and responsiveness. With this advance in vision technology 

systems such as ‘SixthSence’ can enable the hands of the human to be 

tracked through a wearable camera, when the human performs a variety of 

gestures that the computer recognizes, corresponding tasks are performed. 

One example is the human making the shape of a box with their hands which 

tells the ‘SixthSence’ system to take a photograph (Mistry and Maes 2009).  

 

2.3 Smartphone interaction and the hand 
From my understanding on how the biological hand grips physical objects as 

discussed in Section 2.2 and how the hands play a crucial role within HCI 

interaction as discussed in Section 2.3, I next questioned how these hand 

interactions with the physical objects influence the usage of so called 

‘handheld’ technology devices such as a smartphone. 

 

2.3.1 Grip type detection 
For touchscreen smartphones, research by Wimmer et al (Wimmer and 

Boring 2009) and Kim et al (Kim et al. 2006), proposed to detect the type of 

grip the individual used when completing specific tasks. The results of this 

detection were intended to support  researchers to develop a smartphone UI 

that would adapt accordingly to the type of grip used. Wimmer et al (Wimmer 

and Boring 2009) sought to identify how the smartphone’s sensory 

technology might potentially differentiate between six hand grips that had 

been defined by the researchers. Similarly, Kim et al (Kim et al. 2006), used 

capacitive touch sensors around the smartphone to define where the hands 
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touched the smartphone for a defined set of tasks (e.g. SMS, camera, phone 

call or gameplay).  

 

In order to detect screen orientation, Cheng et al (Cheng et al. 2012) again 

used sensors around the smartphone to detect grips and help to define if the 

smartphone is being used in either landscape or portrait. Shirazi et al 

(Shirazi et al. 2013) used in-built sensors to investigate if smartphone 

participants used the landscape or portrait orientation for a list of applications 

(e.g. YouTube, Facebook, SMS or google maps).  What the study (Shirazi et 

al. 2013) found is that there is a difference depending on the application 

type, with video viewing applications such as YouTube, being predominately 

landscape and text-based applications like Facebook being predominately 

portrait. 

 

 

2.3.2 Hand interaction 
The gripping of smart phones has been investigated in a number of ways. 

The first of these involved the mathematical modeling of the human hand 

and understanding of the limited reach of the thumb, for a static single-

handed grip (Bergstrom-Lehtovirta and Oulasvirta 2014). Using this 

limitation of the smartphone and hand interaction, researchers Negulescu et 

al (Negulescu and McGrenere, 2015), Noor et al (Noor et al. 2014) and 

Chang et al (Chang et al., 2015) questioned if estimating the pre-touch of 

the thumb to the screen could improve user interaction. Noor et al (Noor et 

al. 2014) focused on the capacitive sensors and through the small shifting of 

the smartphone in the hand, identifying the thumb’s intended target area. 

Looking at larger smartphones, Chang et al (Chang et al., 2015) used the 

internal gyroscope to identify the tilt and rotation of the smartphone. They 

developed a number of concepts to help the user reach with their thumb to 

the intended target area when using the larger smartphones. It is this tilting 

and movement of the smartphone that Negulescu et al (Negulescu and 

McGrenere, 2015) has called ‘Grip change’. 
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Researches have also proposed screen-based sensor technology to create 

adaptive UIs that update depending on where fingers are placed around the 

device (Hinckley et al. 2016; Le et al. 2019). Looking at different grips, 

Azkenot and Zhai (Azenkot and Zhai 2012) investigated three different 

types of hand interaction. They asked participants to use either two thumbs, 

one thumb or one finger in a qwerty keyboard touchscreen typing task. 

Through these three types of interaction, Azenkot et al (Azenkot and Zhai 

2012) examined the resulting typing speed and accuracy. What they found is 

that the fastest and least accurate was two thumbs, with one thumb being 

the slowest but having the most accuracy. Looking further at accuracy for the 

static single-handed grip, Perry et al (Perry and Hourcade, 2008), showed 

through a tapping task that the dominant hand is faster and more accurate 

than the non-dominant hand. 

 

Other researchers have looked at tablet devices and how UI elements could 

be adapted to depend on the type of grip used (Cheng et al., 2012). These 

works are of less relevance since larger devices are bound to enable 

different insights and the researchers were focusing on the keyboard 

interactions, rather than the full user journey to task completion. 

 

2.3.3 Back of device interaction 
The back of the smartphone is where the fingers are positioned during 

gripping. It is this positioning that researchers have investigated through 

video analysis and sensors (Kim et al., 2006; Yoo, Yoon and Ji, 2015; Viet 

Le et al., 2016; Taheri et al. 2020, Le et al. 2018). Viet Le et al (Viet Le et 
al., 2016) and Kim et al (Kim et al. 2006) questioned how the activities (e.g. 

Typing a message and watching a video) might alter the grip and therefore 

the finger positioning on the back of the smartphone.  In related work, Yoo et 

al (Yoo, Yoon and Ji, 2015) focused on the index finger and its location 

when placed on the back of the smartphone. What these researchers are 

questioning is if the back of device finger placement can be a form of 

secondary interaction. 
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Figure 2.10: Fingers gripping the back of the device (Viet Le et al., 2016) 

 

Looking further into this secondary interaction is Seipp et al (Seipp and 

Devlin, 2014) and Wobbrock et al (Wobbrock, Myers and Aung, 2008) who 

have explored how the fingers on the back of the device can use interaction 

techniques such as gesture. 

 

2.3.4 Physical body posture 
Through an observational study on college students’ body postures while 

using a smartphone (e.g. neck, elbow position), Gold et al (Gold et al., 
2012) discovered statistical gender differences between neck, wrist and 

shoulder positions. Looking at detailed muscle usage, Bachynskyi et al 

(Bachynskyi et al. 2015) investigated how individuals’ body postures 

change depending on the touchscreen device that they use (Smartphone, 

tablet, tabletop, wall display). This research highlighted that distinctive body 

postures use a distinctive set of muscles. Specifically, for smartphone 

interaction, Bachynskyi et al (Bachynskyi et al. 2015) discovered that this 

muscle usage relates to differing grips. When sitting, a two-handed grip uses 

the lower back, upper back and shoulder muscles on the arm of the 

dominant hand. However, the single-handed grip uses just the upper back 

and back shoulder muscles of the dominant hand (see figure2.11). 
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Figure 2.11: Bachynskyi et al’s defined muscles usage for smartphone interaction in a 

sitting position (Bachynskyi et al., 2015). 

 

For specific body postures such as walking, the movement can, as Goel et al 

(Goel, Findlater and Wobbrock, 2012) state, affect the individual’s 

smartphone typing speed and accuracy. By using inbuilt smartphone 

accelerometers and the data that they provide, Goel et al (Goel, Findlater 

and Wobbrock, 2012) were able to compensate for this movement and 

improved typing speed and accuracy for body postures, sitting and walking. 

Both Negulescu et al (Negulescu and McGrenere, 2015). and Kim et al 

(Kim and Chae, 2012) investigated single-handed interaction in multiple 

body postures.  Negulescu et al (Negulescu and McGrenere, 2015) using 

the smartphone’s internal accelerometer and gyroscope to predict where the 

individuals would touch the screen, taking readings as the individual’s tilt and 

shift the device so that they can reach the desired touch area. They were 

studying these movements and the data provided for body postures, sitting, 

standing and walking. Related research by Kim et al (Kim and Chae, 

2012) focused on comparing the differences between the thumb’s 

biomechanical joint movement and musculature pressures for three different 

body postures (sitting, sitting at a table and standing). 

 

2.4 Conclusion 
In this PhD research I question how the design of handheld interactive 

devices can affect hand interaction, first by understanding the human hand 

and secondly the current HCI interaction methods that focus on hand 
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interaction. 

 

When we look at the hand we must consider Napier’s (J. Napier 1993) belief 

that understanding the human hand and its physical qualities could 

potentially enable better-designed objects, arguing that if the object is 

designed to require with great force then it should be designed so that the 

hand can utilize the power grip (J. Napier 1993).  It comes into question how 

we currently use this understanding of the human hand to design digital 

products and if we can make this experience more compelling. 

 

What the related studies in HCI and smartphone interaction have done is 

highlight the ways in which people can use multiple grips to interact with the 

smartphone, the range of reach available when using static grips, as well as 

the accuracy that individuals have when interacting with action items. What 

these approaches do not take into account is the natural role the hand plays 

when interacting with the smartphone, or how the hands movement helps or 

hinders participants during complex tasks. Additionally, there is no true 

understanding of any difference that may occur due to the smartphone’s 

interaction method (button vs touchscreen), the size of the device or how a 

user is bodily positioned when interacting with the smartphone. 

 

I believe that investigating the hand’s natural transitions (J. Napier 1993; 

Wilson 1999) or movements is critical because movement in between direct 

interactions is actually key to the interactions themselves, as each movement 

sets up the conditions for the next interaction. To this end, I have taken a 

systematic look at the hands / smartphone interaction and compared the use 

of multiple grips. Finally, I question what would be possible if the ‘designer’, 

as defined in the design community, focused on developing technologies for 

the affordances of the biomechanical hand rather than that of creating task-

based technology? 
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Chapter 3: Investigating 
differences between the hand 
and smartphone interaction type 

Findings described in this chapter were published in the proceedings of Mobile 
HCI 2016 and CHI 2017 (See Appendix A.1 for Mobile HCI poster). 

 

 

 

 

 

 

 

 

 

 

 

In this chapter I start my investigation into how people use their hands to 

interact with smartphones and if the physical interaction method affects this 

hand interaction. 

 

Research question for this chapter: 
Do the interaction methods change the way participants use their hands to 

interact? 
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3.0 Introduction 
This chapter investigates the affordances of the physical interaction between 

the human hand and handheld smartphones. Video observational analysis 

was used to determine: (1) How participants grip the smartphone when 

completing a common task (such as sending a text message); (2) If the 

smartphone’s physical interaction type affects these grips (touchscreen, 

button-based keyboard and stylus); (3) What coping mechanisms the 

participants use to complete the task (e.g., reaching movements).    

  

My findings show that participants use a range of five grips to interact, that 

these grips differed for each phone type and that participants changed their 

grips as they completed the task. I also observed participants manoeuvring 

the devices through horizontal and vertical tilts, showing that the hand is 

used for more than just interacting with on-screen action items. 

Understanding this hand interaction and the context within which it is used 

will enable interaction designers to understand how to improve smartphone 

UI design. 

 

 
 

Table 3.1: Variables of study 1 design 
 

Size

Application
re-design

Body
postures

Grips 
defined by 
participantsTask

Body posture

Grip

Design 
workshops

Study 4Study 1
Type of 
interaction

Smartphone 
size

Study 2 Study 3

Body posture

Qualitative Quantitative

Interaction Type

Grip

Design 
workshops

Study 5
Type of 
interaction

Smartphone 
size Body posture

QualitativeQuantitative

User defined Study variable Not included in study
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3.1 Experimental Design 
This study does not measure the efficiency or usability of the selected 

smartphones’ interaction (Card, Moran and Newell, 1983). It instead 

focuses on investigating how the physical affordances of the smartphone 

affect the dominant and non-dominant hand’s interaction.   

  

I recruited 18 participants for a study run at a university research lab over a 

series of one-to-one sessions. The participants used three similar-sized 

commercially available smartphones (see table 3.2 for sizes) that used three 

different types of physical interaction (touchscreen, button-based keyboard 

and stylus). The participants completed the same task with each 

smartphone: sending a pre-defined text message using UK QWERTY based 

keyboards. Each participant completed the task seated and resting their 

arms on the table to minimise the impact of whole-body movement on 

smartphone usage. Participants were given the freedom to choose the most 

comfortable smartphone grip and, if desired, change the grip during the task. 

While the smartphone had a stylus and a keyboard, participants used the 

stylus as the sole interaction mechanism.   

 

3.1.1 Participants 
The 18 participants were recruited through an email campaign sent to 

students and staff at the university. This email asked volunteers to attend a 

40-minute session at the university and presented information about the 

study. Additionally, the email stated that potential participants should show 

their interest by completing an online questionnaire. This questionnaire 

asked the potential participants their hand dominance (right or left), glove 

size (XS, S, M, L, XL), current smartphone and gender.  
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I had a total of 23 responses through this recruitment method. However, one 

potential participant did not respond when contacted, and three potential 

participants did not show for their session. Once all 18 participants attended 

their sessions, the final potential participant was contacted, thanked for their 

interest and told that the study had been completed.   

  

For the 18 participants who took part, there was a 50% gender split, and their 

ages ranged from 18 to 31. 16.6% of the participants were left-handed, a 

greater proportion than the estimated 12.24% within the UK (Mcmanus, 
2009). Two participants had reduced flexibility of their hands due to past 

injuries that included a broken wrist and finger. Three participants stated that 

they had greater flexibility than the average person, including one double-

jointed participant.   

  

The participant's hand measurements are illustrated in Figure 3.1:   

 

 

Figure 3.1: Participants’ hand measurements  
 

Hand Length (162mm -195mm)

Palm Width
(73mm - 95mm) Palm Length

(91mm - 115mm)
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All participants owned smartphones and had owned their current smartphone 
from three months to four years, 16 of these being based around a 
touchscreen and two around a button-based keyboard. In addition, 10 of the 
participants had modified their smartphones by adding an external casing. 
Each participant was asked about their top three smartphone activities. Out 
of the 18 participants, the three most popular activities were texting, making 
a phone call and accessing the internet. 18 participants had used a 
touchscreen device, 14 a button-based device and 1 participant had 
familiarity with a stylus-based smartphone. However, nine participants had 

used a stylus with either a tablet or Nintendo DS device.   

 

3.1.2 Apparatus  
For this study, I used three smartphones (Sony Ericsson, Blackberry Bold 

and iPhone 4), an A5 card with pre-defined interactions that the participants 

needed to follow, three synchronized cameras that video recorded the 

sessions and an external audio device to capture sound. Additionally, I used 

a remote video monitoring station (operated by a secondary researcher) to 

control and focus the three cameras on the participants’ hands and 

smartphones. The secondary researcher recorded the session from this 

remote station, and all digital data was saved. 

 

Smartphones 
The participants were asked to use three smartphones of varying vintage. 

They were selected due to their similarities in size and differences in physical 

interaction methods. The models selected were the Sony Ericsson P1i for 

‘stylus’, the Blackberry 9780 Bold for ‘button-based keyboard’ and the iPhone 

4 for ‘touchscreen’ (Figure 3.2 & Table 3.2). All three smartphones were pre-

owned and on loan for the study. None of the smartphones had SIM cards 

installed or were connected to WiFi, cutting out any disturbances from 

external sources that may have disturbed the participant from completing 



Chapter 3: Investigating differences between 
the hand and smartphone ‘interaction type’ 

 

 

38 

their task. In addition, all security measures had been removed, for example, 

PIN codes, and the smartphones were charged and wiped down between 

each participant session. 

 

 

 Height Width Depth 

Sony Ericsson P1i 106 mm 55 mm 17 mm 

Blackberry bold 109 mm 60 mm 14.1 mm 

iPhone 4 115.2 mm 58.6 mm 9.3 mm 

Table 3.2: Sizes of the smartphones used during the sessions 
 
 

Figure 3.2: The smartphones used during the sessions (Sony Ericsson, Blackberry 
and iPhone 4) 

 
Printed A5 Card 
The participants were presented with a white A5 card with printed black text 

using large bold font (Figure 3.3) placed in front of the participant on the 

table. This A5 card displayed instructions, the first line of a nursery rhyme 

and a telephone number that the participants needed to text. 
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Figure 3.3: The A5 card with the text message and phone number 
 
 

Recording devices 
Three wall-mounted synchronous cameras and a microphone recorded the 

participant sessions. The three cameras were remotely controlled from the 

monitoring station and focused on the smartphone and the participant’s 

hands. Three angles were captured: the first over the participant’s shoulder, 

the second the right-hand side of the smartphone/participant’s hands, and 

the third, the back of the smartphone/participant’s hands (Figure 3.4). In 

addition, a microphone was placed between the moderator and participant, 

picking up any verbal content. 

 

 

Figure 3.4: The three angles captured by the three cameras 
 

3.1.3 Study procedure 
The study was broken down into four parts. The first introduced the potential 

participant to the research and obtained consent. The second, a semi-
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structured interview, asked further questions about the participants’ phone 

usage. The third part measured the participants’ hand sizes, and the fourth 

had the participants interact with the smartphones. 

 
Introduction interviews 
Following the recruitment questionnaire, I asked the participants for further 

information about their current smartphone and confirmed the top three 

activities completed with their device. I asked additional questions such as 

the length of time they had owned their smartphone and if they had made 

any alterations, e.g., using a case. I also asked if they had any feedback on 

their smartphone usage and other interactive devices they may have used.  

  

At this point, I asked several questions about the participants' hands. Firstly, 

I confirmed which of their hands were dominant. Secondly, I asked if they 

had any medical conditions that reduced their hands' flexibility (e.g., Arthritis) 

or if they had anything that made their hand movement more flexible (e.g., 

Double jointedness). 

 

The participants were then asked to stand up and place their hands flat on 

the table. Next, the dimensions of participants' hands (hand length, palm 

length, palm width) were measured with a ruler (See figure 3.1).    

 

Smartphone interaction 
I initially explained to the participants that they would need to send a text 

message to a pre-defined number using three types of smartphones (Figure 

3.2) and introduced the A5 card (Figure 3.3). I selected the activity of texting 

as this was the top application used by all potential participants when 

completing the recruitment questionnaire.  

  

At the beginning of each smartphone session, I asked the participants about 

their familiarity with the smartphone’s physical interaction (touchscreen, 

button-based keyboard and stylus) and if they had used any devices with 

similar interaction methods. Next, each participant was given a short time to 
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get acquainted with the smartphone’s user interface. Finally, the smartphone 

was reset to the home screen, and the task began.  

  

The participants completed each task one at a time. First, the smartphones 

were handed to the participants in a randomised order using the ‘Latin 

Square’ method, removing interference between the test conditions (Grant, 
1948; MacKenzie, 2012). Then, for each smartphone, the participants 

completed a four-stage task. Firstly, the participant picked up the 

smartphone from the table and then navigated the home screen and opened 

the texting application. Secondly and thirdly, the participants used the 

keyboard and either duplicated the pre-defined text message or entered the 

pre-defined phone number from the A5 card. Fourthly, once the phone 

number and text message had both been entered into one of the three 

smartphones, the participant then sent the text message (Figure 3.5). 

 

 

Figure 3.5: Storyboard showing the participants completing the 4-stage task 
 

3.2 Data collection and analysis  
I recorded a total of 68.07 minutes of video data for all 18 participants using 

the three types of smartphones. For the iPhone, all participants completed 

the task in a total of 14.03 minutes, the participants taking between 0.23 to 

1.50 minutes. The 18 participants took a total of 32.39 minutes when using 

Step 1:
Picking up the  smartphone

from the table and navigate to
the home screen 

Step 2 & 3:
Enter the phone number
and text message using

the A5 card

Step 4
Send message
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the Blackberry, with individual participants taking 0.32 to 4.15 minutes. The 

Sony Ericsson had participants taking 21.25 minutes, with individual 

participants completing the task in between 0.41 to 2.26 minutes. During the 

study, all 18 participants completed the task for all smartphones.   

  

The data collection for this study, that of the video data has been analyzed, 

and this analysis took three distinct stages; (1) Analysis of the video and the 

identification of key interactions; (2) Printing out these key interactions into 

grips used (3) Printing out these key interactions into interaction types. 

 

3.2.1 Stage 1: Key moments identified and printed 
The videos of the 18 participant sessions were analysed, and 148 ‘key 
moments’ were identified within the video data and time stamped. These ‘key 
moments’ are defined as a change of handgrip, physical contact to interact 
with the smartphone and movement of the hands to reach interaction areas 
on the smartphones.   

  

To record these ‘key moments,’ video still images were collected from all 
three synchronous cameras and printed on paper. These printouts also 
contained participant information such as the video time stamp, participant 
number, whether the participants were right or left-handed and if the 
participants were male or female. Additionally, a short text description was 
added to help identify how the participant interacted with the smartphone 
during that ‘key moment’ (figure 3.6 and Appendix A.2). 
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Figure 3.6: An example of a ‘Key moment’ printout for participants 03, 06 and 14. 
 

3.2.2 Stage 2: Printouts themed to identify grips used 
My next step was to use the ‘key moment’ printouts to situate the different 

types of grips used by the participants for all three smartphones. This was 

done using Affinity diagramming to categorize the printouts. Finally, the 

printouts were placed on the floor of a large space and physically sorted into 

the corresponding grip themes through an iterative process (please see 

figure 3.7). 
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Figure 3.7: Printouts placed into grips used by the participants 
 

3.2.3 Stage 3: Identifying ‘key moments’ of movement 
Using the time-stamped printouts of the identified ‘key moments’, I 
investigated the collected video data further. I found that for these ‘key 
moments’, the participants reached with their digits to contact the required 
interaction area. Shifting the grip that they were using enabled them to 
manoeuvre the smartphone into position for easy reach. Figure 3.8 shows an 
example of this movement where the grasping hand moves the smartphone 
into a position. 

 

 

Figure 3.8: An example of a ‘Key moment’ identified within the video analysis 
(Smartphone movement) 

 

To understand the reaching or shifting movements of the hands and 
smartphone, I visually represented by tracing still images obtained from the 
video data. The still images showed the hands at the extreme ends of the 



Chapter 3: Investigating differences between 
the hand and smartphone ‘interaction type’ 

 

 

 

 
 

45 

movement (Figure 3.9). The colour red represented the starting position and 
blue the end position. The traced lined drawings were then set in position 
using static content in the background of the still images. 

 

 
Figure 3.9: An example of the traced outline of the still images (red the starting 

position and blue the end position). 
 

During the video data analysis, it was noted that the participants pressed 
down on the smartphone to make a selection; the smartphones moved due 
to the pressure of the digit. However, these results were discarded because 
they were not considered reaching or shifting movements but rather a natural 
reaction to pressure.   

 

3.3 Results  
The study brought to my attention two areas for consideration. First, the 

participants used numerous grips and changed grips to complete the task. 

Secondly, the observations highlighted that the participants made slight 

movements as a coping mechanism to reach key areas. The study brought 

two areas for consideration to my attention. Firstly, when completing the 

task, the participants used numerous grips and changed grips when needed. 

Secondly, the observations highlighted that participants made slight 

movements as a coping mechanism to reach key action items on the 

smartphone.  
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Overall, I found no difference in the observed movement or hand grips for 

participants gender or age. However, with only 13yrs between participants 

ages, this may need further investigation with a more extensive age range. 

Additionally, as the study was completed through observations via video 

footage, it was not possible to identify if the hand size affected the 

movements of the smartphone, and further quantitative research will be 

needed. Unfortunately, each of the smartphones had different screen-based 

UI’s. Although I did time the speed at which a participant completed the 

defined task, the length of time spent appeared to be based on the 

participants’ familiarity with the smartphone’s UI rather than the time spent 

on the data input.   

 

3.3.1 Type of handgrip 

I observed that the participants used five specific grips: Symmetric bimanual 

(Figure 3.10a); asymmetric bimanual with the thumb (Figure 3.10b); single-

handed (Figure 3.10c); asymmetric bimanual with the finger (Figure 3.10d) 

and asymmetric bimanual with the stylus (Figure 3.10e). Perhaps 

unsurprisingly, there is a strong correlation between the type of grip(s) used 

and smartphone interaction style.   

 

 

Figure 3.10: Different hand grips used by the 18 participants during the sessions 
 

For the different interaction styles, four grips were used by the touchscreen 

device, three grips were used for the button-based device, and the stylus 

device used just one grip. 
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Touchscreen interaction 
When interacting with the touchscreen smartphone, the 18 participants used 

four grips (6 x Symmetric bimanual, 8 x asymmetric bimanual with the thumb, 

4 x single-handed and 3 x asymmetric bimanual with the finger). In addition, 

15 participants completed the task with just one grip, whereas three 

participants switched between using two grips (Figure 3.11). 

 

 
 

Figure 3.11: Grips used for the touchscreen smartphone 
 

Button-based interaction 
The button-based smartphone had 18 participants using a range of three 

grips (8 x Symmetric bimanual, 12 x asymmetric bimanual with the thumb 

and 3 x single-handed). In addition, 14 participants used just one grip to 

complete the task, three switched and used two grips, and one participant 

used three grips (Figure 3.12). 

 

 

Figure 3.12: Grips used for the button-based smartphone 
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Stylus-based interaction 
The stylus-based smartphone was the most constrained interaction wise, 
and consequently, all 18 participants used just one grip (asymmetric 
bimanual with the stylus) (Figure 3.13). 

 

 

Figure 3.13: Grips used for the Stylus based smartphone 
 

3.3.2 Reach Movements  
All 18 participants were observed moving the smartphone during the task. In 

addition, 17 participants moved the touchscreen device, 16 did so with the 

button-based keyboard interaction, and 14 used the stylus-based interaction. 

As previously stated, the participants used five different grips to interact with 

the smartphones during the task (Figure 3.10). Each of the grips required the 

participant to make small movements with the smartphone to reach the 

action items.  

 

Symmetric bimanual 
A total of 10 participants used the symmetric bimanual interaction (six 

touchscreens and eight button-based keyboards), grasping the smartphone 

in both hands and using both thumbs to interact (Figure 3.10a).   

  

Through observation, I found that the reach movements for the symmetric 

bimanual grip occurred when the participants alternated between thumbs to 

type on the keyboard (Figure 3.14). This interaction occurred for both 

touchscreen and button-based keyboard interaction.  
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Figure 3.14: Reach movement for the grip symmetric bimanual (iPhone 4 and 
Blackberry Bold) 

 

One participant used the touchscreen smartphone rotated at a 90-degree 
angle to better access the keyboard. I excluded this horizontal holding of the 
smartphone for two reasons. Firstly, it was an outlier, with there being only 
one case. Secondly, as stated in the literature (see section 2.1.2), Napier (J. 

Napier 1993) defines the grips based on intent, not the shape or size of the 

object. The intent, in this case, was to use two thumbs to input data via the 
keyboard. 

 

Asymmetric bimanual with the thumb 
14 participants were observed using the asymmetric bimanual with thumb 

interaction (eight touchscreen and 12 button-based keyboard), grasping the 

smartphone in both hands and using one thumb to interact (Figure 3.10a).   

  

I observed that both the dominant and non-dominant hands gripped both the 

touchscreen and button-based keyboard devices for each participant who 

used the asymmetric bimanual with the thumb method. In addition, the non-
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dominant hands were observed supporting the smartphone either by using 

the index finger on the side or with the whole hand cupping the device 

(Figure 3.15). In both instances, the hands manoeuvred the smartphone so 

that the dominant hand’s thumb had greater access to the target area.   

  

The movements of the touchscreen and button-based keyboard 

smartphones occurred when the participants changed approach, from typing 

on the keyboard to selecting the next step or mode. Additionally, the 

movement was observed when the dominant hand’s thumb advanced around 

the keyboard. What differed between the two smartphones was the size of 

the interactive area. The touchscreen smartphone showed more obvious 

movements as its interactive area covered most of the smartphones’ front. 

 

 

 

Figure 3.15: Reach movement for the asymmetric bimanual grip with the thumb 
(iPhone 4 and Blackberry Bold) 
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Single-handed 
Four participants used only their dominant hand to hold and interact with the 

smartphones (four touchscreen and three button-based keyboard). When 

using single-handed interaction, participants held the smartphone in their 

dominant hand and used their little finger to anchor the bottom of the phone 

(Figure 3.10c).   

  

The majority of single-handed movements occurred when the participant 

moved their thumb around the keyboard by lifting the phone with the little 

finger (Figure 3.16) to access the lower part of the keyboard better. Next, 

participants tilted the smartphone: in the case of the touchscreen, this was 

done so that the thumb could reach the top of the phone, while for the 

button-based smartphone, this was done so that they could reach the upper 

part of the keyboard (Figure 3.16).    

 

 

Figure 3.16: Reach movement for the grip single-handed with the thumb (iPhone 4 
and Blackberry Bold) 
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Asymmetric bimanual with the finger 
Out of the 18 participants, three used asymmetric bimanual with the finger 
while interacting with the touchscreen smartphone. They were grasping the 
smartphone in the non-dominant hand and interacting with the index finger of 
their dominant hand (Figure 3.10d).   

  

I observed that two-finger movement types occurred with the asymmetric 

bimanual grip with the finger method. Firstly, the dominant hand’s finger 
moved towards the screen, while the smartphone, held in the non-dominant 
hand, did not move (Figure 3.17). Secondly, the non-dominant hand aided 
interaction by moving the smartphone towards the dominant hand’s index 
finger (Figure 3.17). 

 

 

Figure 3.17: Reach movement for the grip asymmetric bimanual with the finger 
(iPhone 4) 

 

Asymmetric with a stylus 
I specifically asked all 18 participants to use the stylus with the stylus-based 
smartphone. I found that the asymmetric bimanual with the stylus interaction 
method (Figure 3.10e) was similar to that of the finger-based asymmetric 
bimanual method, so the participants’ movements were unsurprisingly 
similar.   
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Participants manoeuvered the stylus-based smartphone in two ways: the first 
method was to grip the smartphone in the non-dominant hand and assist 
interaction by moving the smartphone towards the stylus held in the 
dominant hand (Figure 3.18). In the second method, the participants kept the 
smartphone stationary and only moved the stylus (Figure 3.18). 

 

 

 
Figure 3.18: Reach movement for the grip asymmetric bimanual with the stylus (Sony 

Ericsson) 
 

3.4 Insights  
I have found five basic grips that the participants used to interact with the 

three different interaction types of smartphones (figure 3.2). I found that 

these grips change depending on the smartphone’s physical interaction 

method (figure 3.11, figure 3.12 and figure 3.13). I also found that the hand 

adapts to the smartphone interaction type and the context in which it is being 

used (e.g., menu selection or typing on the keyboard through a combination 

of grips). This study has also shown that as a coping mechanism, the hand 

manoeuvers the smartphone to reach action items, not within reach. 

 

3.4.1 Coping mechanisms 
If I look closer at the way in which the participants moved the smartphone, I 

can gather several insights to understand the participants' issues when 

interacting with the three different interaction types. 
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Insight 1: Side-to-side movement 
When typing on a screen-based keyboard, participants move the smartphone 

from side to side to gain better access to the keyboard (Figure 3.15). 

 

Insight 2: Tilting vertically for better reach 
Participants tended to tilt the smartphone vertically to enable navigation 

options from the top bar. 

 

Insight 3: Twisting both horizontally and vertically for better reach 
When participants reached across the smartphone to select an action item 
opposite their dominant hand’s thumb (single-handed and asymmetric 

bimanual with a thumb), the smartphone is twisted both vertically and 
horizontally (Figure 3.15 and Figure 3.16).  

 

Insight 4: Both Stylus and smartphone move  
The smartphone tilts and moves towards the stylus when selecting an action 

item. The dominant hand holding the stylus appears to move in sync with the 

non-dominant hand holding the smartphone (Figure 3.18). 

 

3.5 Conclusion 
Through this controlled study, I have observed that the interaction methods 

(e.g., touchscreen, stylus and keyboard) provided by each smartphone type 

change the way participants use their hands to interact. A total of five 

individual grips were identified as being used consistently by the participants. 

The most common grips used for the button-based keyboard and 

touchscreen interaction were the symmetric bimanual and asymmetric 

bimanual with the thumb. The six participants who changed grips responded 

in response to context, using one grip to select a menu item and then 

changing to another to input data through a keyboard. Due to their seated 

body posture, all participants had their forearms placed on the table. This 
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placement enabled the participants to use a rolling motion of their wrists that 

helped them manoeuvre the device. 

 

I observed a horizontal side-to-side tilt being used with the symmetric 
bimanual method (Figure 3.14), Participants employing the asymmetric 
bimanual with the thumb method also used side-to-side movement but added 
a horizontal twisting motion (Figure 3.15). Using the single-handed 
interaction method exploited similar movements but with greater emphasis 
(Figure 3.16). The asymmetric bimanual with a finger (Figure 3.17) and 
asymmetric bimanual with a stylus method (Figure 3.18) had similar 
movements. However, each used a twisting motion that manoeuvred the 
smartphone towards the dominant hand.   

 

To progress this research, I next explore the coping mechanism reach 
movement and investigate what other external factors may affect this 
movement. To do this, I begin by comparing the size of a smartphone, 
questioning if interacting with larger smartphones produces the same type of 

reach movements or if they are exaggerated (Chapter 4). Secondly, I 
investigate the participant’s body posture and see how this may alter the 
reach movements, comparing a participant’s actions when standing with their 
actions when lying down (Chapter 5). 
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In this chapter, I investigate how the physical size of the smartphone affects 

hand interaction using the four user-defined grips, as presented in Chapter 3.  

The research question for this chapter:  

Does the size of the handheld interactive object change the way the hand 

interacts?   
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4.0 Introduction  
This chapter investigates the external physical factors of the smartphone size 

through a quantitative study. Including (1) Understanding how the 

smartphone's size affects interaction design. (2) How the four user-defined 

grips (Chapter 3) affect the tilt/rotation of the smartphone, (3) What the 

participants' perceptions are of different smartphone sizes during the 

interaction.  

 

 
 

Table 4.1: Variables of study 2 design 
 

For this quantitative study, I fixed the posture and interaction style and varied 

the size (iPhone 4,5,6 and 6+), varied the grip as defined in chapter 3 

(Single-handed, Symmetric bimanual, Asymmetric bimanual with thumb and 

Asymmetric bimanual with finger) and the position of widgets through a dual 

pointing task (Table 4.1). The results showed that the tilt and rotation of the 

smartphone were different with each grip type and phone size. I believe that 

understanding the changeability of ‘hand interaction’, and the context in 

which it is used will enable designers to improve mobile device design.   

 

To demonstrate how designers can use these findings, I conclude this 

chapter by proposing three designs. This final exercise is intended to 

Size
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re-design

Body
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participantsTask

Body posture

Grip

Design 
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provoke discussion around the current approach to smartphone design. 

 

4.1 Experimental Design  
This second study explores how the 'smartphone size' affects the participant-

defined grips and the tilt/rotation of the smartphone observed in the initial' 

interaction type' study. I wanted to empirically look at how smartphone size 

and the handgrips from the 'interaction type' study affected smartphone 

movements. By doing so, I extended the research from Chapter 3 and 

expanded on other published research. For example, Yu-Cheng Lin (Lin, 

2013) questioned if different sized smartphones affect participants' fatigue 

with different sized hands, while Bergstrom-Lehtovirta and Oulasvirta 

(Bergstrom-Lehtovirta and Oulasvirta, 2014) researched the reachable 

area of the static thumb. From this, I understand that the size of the 

smartphone will affect how participants can reach action items on the 

smartphone screen. Both Negulescu et al. (Negulescu and McGrenere, 

2015) and Chang et al. (Chang et al., 2015) investigate the tilt and rotation 

of the smartphone that occurs when a user attempts to interact with action 

items in hard-to-reach locations. Their research focuses on one grip and one 

size of the smartphone; however, their results made me question the 

differences in movement resulting from different smartphone sizes.  

  

To progress the 'smartphones size' study and understand fully how the hand 

interacts with different sized smartphones, I focused firstly on the 

observations of the initial 'interaction type' study and secondly on the findings 

in the literature review, to create a number of hypotheses based on the 

movements of the smartphone and hand interaction.  

 

4.1.1 Hypotheses 
The hypotheses are based on objective measurements around the variable, 
smartphone size (quantity of smartphone movement performed by the hand 
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in the different axes) and subjective experience (users’ perception of security 
and comfort). I focused on four sized smartphones (iPhone 4,5,6 and 6 Plus) 
to have a trackable set for a controlled experiment. 
 

H1: The larger the phone, the larger the phone movement. A larger phone 
might be more difficult for the user to reach target areas with the hand, and 
thus the users will have to tilt the phone to stretch across the screen to the 
targets, especially those placed at the extremities of the screen. 
 

H2: The amount of movement of the phone will differ according to the 

handgrip. Single-handed (S) will have the most movement, followed by 
Asymmetric with a thumb (AT), Symmetric bimanual (B) and Asymmetric with 
a finger (AF). I postulated that the more the hand needs to stretch and exert 
physically, the more the phone will be moved and tilted. 
 

H3: The amount of phone movement will differ according to Target Position 
(more movements for targets further away). Target 1’s starting location and 
the direction users need to shift their hand to reach Target 2 will affect the 
degree of phone movement. For example, Target Positions 2,3,5 and 7 
require the hand to reach away from the dominant hand’s location, whereas 
Target Positions 1,4,6, and 8 require less reach by the participant’s dominant 
hand. 
 

H4: The amount of directional movement will change with grip and target 
Position. B will have more side-to-side Gamma (y-axis) movements, which 
will be opposite to that of other grips. I should observe greater Beta (x-axis) 
movement differences between S and AT (i.e., the movement needed to 
bring the phone to the thumb, the converse of AF where the finger will move 
to the phone). 
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H5: The amount of directional movement will change with phone size and 
Target Position. I expect to see opposite movements depending on the 
orientation of the targets. These movements should increase with phone 
size.  
 

H6: Phone size and grips requiring the participant to make smaller phone 
movements to complete the task will be subjectively preferred and found 
more comfortable and secure. I assume that configurations implying fewer 
movements will mean less effort for the users and thus that they will prefer 
these configurations. 

 

4.2 Study variables 
I carried out a controlled experiment using a quantitative research 
methodology. First, to answer these hypotheses, including such participant 
activities as a tapping task via a smartphone app and two questionnaires that 
recorded the participant information and, secondly, participant opinions on 
the study variables.  

 

To ensure scientific rigor, this study, focused on smartphone size, continued 
with the five variables that focused on interaction type and characterisation 

(Chapter 3). For an overview, please see table 4.1. The variables for this 
following study included: firstly, a task (via a custom-built app); secondly, the 
interaction method (touchscreen smartphone); thirdly, the four grips that had 
been discovered in the ‘interaction type’ study (Chapter 3) and fourthly, 
smartphones size using four different smartphone sizes. 

 

4.2.1 Smartphone size 
Following on from the theoretical understanding (Napier, 1993) of the human 
hand as discussed in the literature review (Chapter 2.2). I set a variable of 
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different sized smartphones, questioning if there was a difference in the way 
the human hand interacted. To keep consistency, I made sure that all 
smartphones were from one manufacture, Apple. Ensuring that the 
touchscreen smartphone used in the ‘interaction type’ study allowed the 
application to be consistent throughout. I selected the iPhone 4, 5, 6 and 6 
Plus from this range.   

 

4.2.2 Task 
To control the position of the finger movements and analyze how these 
positions impacted the phones’ movement, I chose a pointing task, pointing 
consecutively at two targets on a screen. The target positions had eight 

combinations, as shown in Figure 4.1 (see application design for more 
details Chapter 4.5).   

 

 

Figure 4.1. Possible target positions 
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4.2.3 Interaction type 
For this study, I decided that only the touchscreen interaction method should 

be used, dropping the stylus and keyboard smartphones. This was done for 

two reasons: the touchscreen smartphone was the only smartphone 

observed in the ‘interaction type’ study to use all four different hand grips. In 

contrast, the other two interaction types (button-based and stylus) only used 

three or just one handgrip. The second reason was that this allowed me to 

reduce the number of independent variables within the study, allowing for a 

more compelling and balanced experimental design. 
 

4.2.4 Grips 
The four hand grips in which the participants were asked to use for this study 
are those which participants were observed to use on the touchscreen 
smartphone during the ‘interaction type’ study presented in Chapter 3 
(Symmetric bimanual, Asymmetric with a thumb, Single-handed and 
Asymmetric with a finger). 

 

 
Figure 4.2. The four grips: a) Symmetric bimanual, b) Asymmetric with a thumb, c) 

Single-handed and d) Asymmetric with a finger 
 

4.3 Apparatus used 
The apparatus used for this study included online questions, the 
smartphones, the cameras and two software applications that recorded the 
sessions. In addition, a touchscreen tablet was used to collect participants’ 



Chapter 4: Investigating differences with the ‘smartphone size’ 

 63 

feedback and the physical furniture placed in the environment. 
 

4.3.1 Online recruitment questionnaire 
An online questionnaire was created through Google forms and used to 
recruit participants. You can see the questions asked in this recruitment 
questionnaire in Appendices B.1. Through this questionnaire, potential 
participants inputted the information about their hand dominance, current 
smartphone (Type, Length of ownership), and smartphone usage (Locations 
used and Applications used). 
 

4.3.2 Smartphones 
As I selected the touchscreen interaction method and to maintain 
consistency with the ‘interaction type’ study, as stated in 4.2.1 Smartphone 

Size, the research continued to use the same range of touchscreen 
smartphones. The smartphones used WiFi to connect to the internet during 
the study and were the iPhone 4, 5, 6 and 6 Plus (Figure 4.3). 

 

 

Figure 4.3: The smartphones used. 
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 Height Width Depth 

iPhone 4 115.2mm 58.6mm 9.3mm 

iPhone 5 123.8mm 58.6mm 7.6mm 

iPhone 6 138.1mm 67mm 6.9mm 

iPhone 6 plus 158.1mm 77.8mm 7.1mm 
 

Table 4.2: Measurements of the smartphones used. 
 

4.3.3 Room furnishings 
A desk and chair were used to keep consistency with the ‘interaction type’ 
study for the body posture sitting at a table.  
 

4.3.4 Cameras and recording software 
The sessions were recorded using two cameras, the Logitech C920 USB HD 
Pro Webcams and were connected to a MacBook Pro through a USB 
connection. 

 

 

Figure 4.4: Cameras used during the two studies. 
 

To record the images and sound provided by the cameras, I used two forms 

of software. The ‘HeadsUp’ camera viewing application by Keisi L.L.C (Keisi 

L.L.C., 2020) showed both synchronised cameras on the MacBook Pro 

screen. I captured the MacBook Pro screen with the application Silverback 2 

by Clearleft (Silverback, 2015). 
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4.3.5 Participants’ feedback questionnaire 
I used a touchscreen tablet running a Google form to gather feedback during 
the sessions. This form had two parts; the first was an admin section where 
the grips used and the smartphone size was inputted by the researcher 
(Appendices B.2). The second was a participant section that enabled them to 
rate the study variables (see Appendices B.3). The ratings were completed 
using a Likert scale (Likert, 1932) to rate the grips. 
 

4.4 Custom application 
A custom application on the smartphone had to be designed and built to run 
the empirical study. A key part of the research gathering process, this custom 
application had seven high-level requirements. (1) Ability to work on the 
selected smartphones operating system; (2) Enable a consistent experience 
for all selected mobile phone sizes; (3) Guide the participants through the 
required mobile phone research task; (4) Measure and record through 
timestamps the x,y screen coordinates, the location of the participants' taps; 
(5) Measure and record through timestamps the mobile phones inbuilt 
accelerometer and gyroscope, the mobile phones Alpha, Beta and Gamma 
axis; (6) An administration page that enables the moderator to specify the 
research variables being used; (7) The capacity to extract the gathered data 
and save within a spreadsheet. 

 

4.4.1 Technical solution 
The custom application needed to run on a number of different smartphones, 
and due to the team’s technical ability, I decided to build the custom 
application using canvas HTML. This website technology would allow the 
custom application to run on any smartphone as long as a web browser was 
installed. Additionally, canvas HTML allowed the custom application to utilize 
‘responsive’ web technology, allowing interactive elements to be positioned 
on the smartphone screen using percentages as measurements, keeping the 
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user experience consistent for the four different-sized smartphones.  
 

The custom application tracked the participants’ interaction in two ways. 
Firstly, it enabled tracking of the smartphones’ movements through the inbuilt 
accelerometer and gyroscope. Secondly, it permitted tracking of the 
participants’ physical interaction by recording their button presses to ensure 
they performed the task correctly. In addition, through an administration 
page, the moderator selected the smartphone type and the grips presented.  

  

I initially tried to run the custom application using the iPhones’ default web 

browser Safari in full-screen mode during testing. However, after a few taps, I 
discovered that this produced performance issues and the application slowed 
down until it was unusable. I tried two things to fix this issue; the first was to 
check that the custom application was working correctly and the second was 
to see if there was an issue with the web browser. Finally, after some testing, 
I found a new web browser to run the custom application smoothly in full 
screen browsing. This was the web browser ‘Frameless’ by Jay Stakelon 
(Stakelon, 2015). 

 

4.4.2 Application design 
The custom application had two modes. The first allowed the moderator to 
set the individual session variables and recover the data once the session 
was complete. The second mode guided the participants through the tasks 
that needed to be completed by showing them the required grip and letting 
them know where to tap. 
 

Moderator mode 

The moderator mode had two parts (Figure 4.5). The first allowed the 
moderator to set up the study variables by inputting the participant number, 
selecting the order of grips and stating which sized smartphone was being 



Chapter 4: Investigating differences with the ‘smartphone size’ 

 67 

used. The second provided the data gathered for the moderator to extract 
and save it to a spreadsheet. 

 

The participants only knew about the second and understood through the 
previous discussion that when this data appeared, the task was complete. 
The smartphone was to be handed back to the moderator. 
 

Participant mode 

Through the custom application, the participants could view and interact with 
three screen types (Figure 4.6). The first showed which of the four grips the 
participants should use. The second acted as a neutral screen and was 
shown between the tapping screens to separate the different tapping tasks. 
The third showed the targets that the participants needed to tap. Here they 
tapped ‘1’ and then ‘2’. Once the ‘1’ had been successfully tapped, its 
colouring changed to a light grey. Errors 
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Figure 4.5: Screen shots of the moderator view of the custom-built application 
Moderator mode for a) smartphone size study configuration. b) collection of the raw 

data captured from the research.  
 

triggered a discordant sound, while successful interactions rewarded a more 
harmonious sound. The size of the targets was 14mm in diameter, as 
advised for finger input by Holz and Baudisch (Holz and Baudisch, 2010). 
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Figure 4.6: Screen shots of the participant view of the custom-built application a) 
specifying grip to use and b) Pre-task screen c) targets to tap – in this case, 1 and 

then 2. 
 

The moderator part of the application controlled the order of the four grips, 
and the tapping targets were generated randomly through the custom-built 
application. The eight target positions were based on research by Bergstrom-
Lehtovirta et al. (Bergstrom-Lehtovirta and Oulasvirta, 2014), in which 

they modelled the functional area of the thumb. As a result, from this 
research, I identified four target positions within the functional area of the 
thumb and four targets that were opposite and not within the functional area 
of the thumb (non-functional area). Please see figure 4.1. To understand if 
the distance of the tapping targets affected the smartphone’s movement, I 
additionally looked at tapping targets that were situated at larger and smaller 
distances.    

 

4.5 Participant sessions 
The participant sessions were broken down into seven parts. (1) Explain the 

experiment to the participants and sign a consent form. (2) Discussing 
unclear information from the recruitment questionnaire. (3) Taking the 
participant’s hand measurements. (4) Adopting the body posture of sitting at 
the table (5) Provide preset smartphones to the participant to complete the 
task. (6) Participants complete a questionnaire based on their experience 
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with those activities (7) Repeat parts four, five, and six until the study was 
completed (All four sized smartphones). 

 

4.5.1 Participant hand measurements 
Each participant was asked to place their hands on a gridded A3 sheet of 
paper, and then the moderator used a pencil to trace around both hands. 
Next, the participant’s left hand was broken down into units and measured. 
These units were: Overall hand length, Palm length, Palm width, Thumb 
length and Finger length (Please see figure 4.7 for the location of these 
measurements). These measurements were used in the final data analysis of 
the study. 

 

 

 

Figure 4.7: Image of hand measurements taken. 
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4.5.2 Task questionnaire 
Once the tasks were accomplished for an individual smartphone, the 
participants were asked to complete a questionnaire using a “Likert scale” 
ranging from 1 to 7 (Likert, 1932). The participant was asked to grade each 
grip by answering three associated questions: ’How comfortable’; ’How 
secure (risk of the device being dropped)’ and ’How popular (user preference 
for a particular condition of the study)’ the handgrip was for the completion of 
the assigned task. To find out more information about the post-task 
questionnaire, see Appendix B.3. 
 

4.6 Participants 
For the study, I had sixteen right-handed participants (seven males and nine 
females), aged between 18yrs to 50yrs, take part. All of the participants 
recruited had used a touchscreen smartphone for between 1 month to 3yrs. 
Their smartphone use broke down to Six iOS devices, one Windows device 
and nine Android devices. In addition, 12 of the participants had added an 
external casing to the smartphone. Their smartphone sizes ranged from 
W:58.6mm, H:121.55mm, D:6.8mm to W:78.6mm, H:159.3mm, D:11.6mm, 
the smallest smartphone being the Samsung Galaxy mini and Apple iPhone 
5s, while the largest smartphones were the Nexus 6p and Apple iPhone 6+.  

  

The top locations in which the participants reported using their smartphones 
were: Transport (Bus, Train, Walking), Work/University (Breaks, Lectures) 
and at Home. Social media (Instagram, Facebook, Snapchat), Messaging 
(Text, WhatsApp), General internet usage and Calls were identified as the 
main applications used by the participants. The participants’ hands ranged in 
size: Overall hand length: 165-205mm, Palm length: 81-117mm, Palm width: 
78-95mm, Thumb length: 55-73mm and Finger length: 74-92mm.  
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4.7 Data gathering 
I gathered four types of data, (1) The video recording by the two 
synchronized cameras and (2) the feedback questionnaire as described in 
Chapter 4.3, (3) the hand measurements as described in Chapter 4.6 and (4) 
the data gathered from the custom application as described in Chapter 4.5.   
 

4.7.1 Video data 
The video data was reviewed and used to: (1) Record the time it took the 
participants to complete all the tasks (2) Identify any possible issues that the 
participants had while completing the study (3) review and understand any 
tapping errors that had occurred during the study, which the custom 
application may have missed and (4) Using the video stills as a method of 
capturing visual data characterising hand/smartphone movement. 
 

 
 

Figure 4.8: An example of the video data 
 

4.7.2 Participant feedback questionnaire 
As described in 4.6.2, the results for the feedback questionnaire were 
processed and added to the master excel spreadsheet. 
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4.7.3 Data from custom application 
The data gathered from the custom application used for the study resulted in 

three independent variables; (1) The hand grips (Symmetric bimanual, 

Asymmetric bimanual with finger, Asymmetric bimanual with thumb and 

single-handed), all of which were drawn from the ‘interaction type” study (2) 

target positions (Eight different combinations of target positions as shown in 

Chapter 4.5) and (3) Four different sized smartphones (iPhone 4,5,6 and 6 

Plus). All combinations were carried out using the body posture of sitting at a 

table. 

 

Error checking for custom application 

The goal was to understand phone movement when selecting the targets 

rather than measuring pointing precision (which is why the tapping task had 

to be completed before the trial could continue). Nevertheless, it was 

essential to check that participants finished the task without complications, 

so I first looked at errors.  

  

The errors that occurred as the participants completed the task were 

captured in two ways: (1) Through manual analysis of the video record to 

identify when more than one tap had occurred, and (2) through inbuilt 

analytics that registered when identified taps missed the target area.   

 

I defined errors as events when a participant required more than one attempt 

to select a target, either because a target was missed or because the 

software did not register the interaction. Dropping the phone was also logged 

as an error. The analytic measurement showed that the error rate was 

particularly elevated for two participants, especially for the single-handed grip 

of the iPhone 6 and the larger iPhone 6+, where it became even more 

pronounced. This corroborated the qualitative observer judgements of the 

video. These participants also rotated the phone to such a degree that the 

web app triggered the landscape-viewing mode. I decided to exclude these 
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data sets as clear outliers from the phone movement analysis. 

 

4.8 Analysis of the data 
Once I had completed the participant-based sessions, I analysed the data 
collected by adding the independent studies data to a master excel 
spreadsheets (Appendix B.4). The data added into the master excel 

spreadsheet included the data collected from (1) The feedback 
questionnaires, (2) participant hand measurements and (3) the custom-built 
application.   

  

The post-study questionnaire was analysed using the Analysis of Covariance 
(ANCOVA) on the sum of the absolute values of the accelerometer 
movements on each axis (Rutherford, 2001). ANCOVA extends the analysis 
of variance by including additional variables (covariates) that influences the 
dependent variables; - here, the size of participants’ hands. To generate a 
unique covariate using the four hand measurements (palm width & palm 
length, thumb length and middle finger length), I used a Principal Component 
Analysis to reduce the number of dimensions. This created a hand size score 
metric, which is a good indicator of the general hand size. The variances 
were also not significantly different from each other, thus showing that the 
assumption of homogeneity of covariance holds. I used a p-value below 0.05 
as the threshold to define significance in the rest of the analysis.  

  

Using the data from the master excel sheet, I ran a Shapiro-Walk test 
(Shapiro and Wilk, 1965). Here I confirmed that for ‘smartphone size’, the 

assumption of normality was met (p<0.001).  

  

I conducted a within-subject experiment (Charness, Gneezy and Kuhn, 

2012) where all the participants tested all three independent variables: 
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Phone Size (four different sizes detailed in apparatus), Hand Grip (four 
different types: Symmetric bimanual, Asymmetric bimanual with a finger, 
Asymmetric bimanual with thumb and single-handed), and Target Position 
(eight different combinations of Target Positions shown in Figure 4.1). In total 
I had 4 sizes x 4 grips x 8 target positions = 128 double-tapping tasks = 8 
mins 51 secs of motion collected. 
 

4.9 Overall movements 
I performed an Analysis of Covariance (ANCOVA) on the sum of the absolute 
values of the accelerometer movements on each axis. ANCOVA is an 
extension of the analysis of variance (ANOVA) that includes additional 
continuous variables (covariates) that may influence the dependent 
variables. For example, the size of participants’ hands is an essential factor 
that can affect the results.  

  

Due to the fact I took four different measures of the hand (Palm width, Palm 
length, Thumb length and middle finger length), I first performed a Principal 
Component Analysis in order to reduce the number of dimensions (and 
consequently the number of factors considered through the ANCOVA). This 
type of analysis produces a general score (or a component), in this case, the 

hand size score, which is arguably a better indicator of general hand size 
than any of the four measures taken individually. Furthermore, I found that 
the variances were not significantly different from each other, thus showing 
that the assumption of homogeneity of covariance holds.   

  

I then proceeded to do the ANCOVA. I found a main effect for phone Size 
(F3,1791=49.135, p<0.05), Grip (F3,1791=275.165, p<0.05), and Target 
Position (F7,1791=109.371, p<0.05). I also found an effect for interaction 
Size x Grip (F9,1791=7.159, p<0.05), Size x Target (F21,1791=2.237, 
p<0.05), and Grip x Position (F21,1791=14.567, p<0.05). Finally, I performed 
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Post-Hoc comparisons using Least Significant Difference (LSD). Figure 4.9 
shows the estimated means, i.e. the hypothetical means unbiased by the 
hand size scores after correction by the ANCOVA.  

  

I found that both the grip and the phone size had a strong effect on phone 
movements. In a significant manner, the single grip (S) produced the most 
movements, followed by Asymmetric with a thumb (AT), Bimanual (B) and 
Asymmetric with a finger (AF). This validates Hypothesis H2 as I successfully 
predicted the order of the phones’ movement based on data from the initial 
study. In addition, I found significant differences linked to device size. The 

two smallest phones provoked smaller movements compared to the two 
largest ones, although there were no significant differences between the two 
smallest and two largest. This validates Hypothesis H1, which predicted that 
larger phones would require larger phone movements. 

 

 

             A: Target and phones                                       B: Phone and grip

 

Figure 4.9: Overall level of phone movement for the interaction between the different 

factors studied.  
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Target Phones    
 4 5 6 6+ 

1 13.30 16.98 25.68 25.91 
2 26.18 22.18 39.34 32.39 
3 26.77 24.30 39.80 32.79 
4 12.23 13.39 26.84 20.68 
5 12.00 12.79 20.02 16.46 
6 3.39 3.64 6.04 7.77 
7 12.79 12.41 21.38 14.88 
8 2.80 3.64 5.54 6.20 

Table 4.3: Estimated mean of phone movement for the interaction between the 

different factors studied (Targets and Phone). 

 

Grips Phones    
 4 5 6 6+ 

S 24.85 22.88 36.14 37.28 
B 8.26 9.63 16.08 13.38 
AT 16.84 18.46 33.03 21.38 
AF 4.79 3.70 7.06 6.50 

Table 4.4: Estimated mean of phone movement for the interaction between the 

different factors studied (Grips and Phone). 

 

I found that the Functional Area Smaller Movement Positions 6 and 8 
produced fewer movements, followed by the Non-functional area Smaller 
Movement Positions 5 and 7, then Functional Area Larger Movement 
Positions 1 and 4 and finally the Non-functional Area Larger Movement 

Positions 2 and 3 (Figure 4.9). These results are all significant except for 
Positions 5, 7 and 4. Positions 6 and 8 (centre of the screen) may be the 
more stable because they require a smaller amplitude of movement from the 
finger and are also within the 'functional area of the thumb' described by 
Bergstrom-Lehtovirta et al. (Bergstrom-Lehtovirta and Oulasvirta, 2014). 
Positions 5 and 7 also require small movements but are not in the functional 
area of the thumb, which might explain why they require more movement 
than 6 and 8. Positions 1 and 4 require larger movement and are again in the 
functional area of the thumb, while Positions 2 and 3 are not. A similar trend 
was found when phone size was examined individually. Thus, I found that 
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hypotheses H3 and H4 were validated. Firstly, the data shows that the 
amount of movement of the phone will differ depending on the distance 
between the target positions. Secondly, they demonstrate that the location 
and consequently the direction the hand needs to shift in order to tap 
influences the phone's movement. Having validated the hypotheses related 
to the general amount of movement, I refined the analysis to consider the 
direction of the movements in allowing us to test the next hypothesis.   

 

4.10 Directional movements 
In preparing data for the ANCOVA in this next phase, I followed an identical 
process to assess overall movements. I focused this time on the movements 
around each axis of the mobile phone: Alpha (z-axis), Beta (x-axis) and 
Gamma (y-axis). 
 

For Alpha (rotation around Z) I found a main effect for Target Position 
(F7,1791=12.475, p<0.05). I also found an effect for interaction Size x Position 
(F21,1791=2.383, p<0.05), and Grip x Position (F21,1791=9.976, p<0.05). For Beta 
(rotation around X) I found a main effect for Target Position (F7,1791=216.906, 
p<0.05). I also found an effect for interaction Size x Position (F21,1791=5.078, 
p<0.05) and Grip x Position (F21,1791=21.697, p<0.05). For Gamma I found a 

main effect for Target Position  F7,1791=213.614, p<0.05). I also found an effect 
for interaction Size x Position (F21,1791=5.351, p<0.05), and Grip x Position 
(F21,1791=67.990, p<0.05). as before I used Least Significant Difference (LSD) 
for performing Post-Hoc comparaisons.  
 

4.10.1 Effect of phone size and Target Positions 
The size of smartphones influenced all types of rotational movement (Figure 
4.10). The Alpha movement was affected least, while the Gamma movement 
was affected the most. The Post-Hoc statistical test illustrates the effect that 
the phone size and target position have with the alpha (z-axis) movement; 
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this movement increasing with the phone size, i.e., the movement is 
significantly different between target positions 1 and 4. This corresponds to 
the longest amplitude of movement, with all phone sizes excluding the  

 

    

 

 

 

Figure 4.10: Estimated extent of phone movement for the four different grips in the 
Alpha 

(z-axis), Beta (x-axis) and Gamma (y-axis) axes for interaction 
between phone sizes 
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smallest (iPhone 4). This partially validates Hypothesis H5, which predicted 
that phone size would change rotational movements around the Alpha (z-
axis). I speculate that this is due to the fact that participants rotate the 
phones in their hands, shifting the grip in order to reach the target. This 
happened less with smaller phones because a change of grip was enough to 
complete the task without rotating the phone. 

 

Phones Target        
 1 2 3 4 5 6 7 8 
Alpha         
iPhone 4 -0.14 0.43 -0.20 -0.20 -0.21 0.36 0.52 -0.30 
IPhone 5 1.64 1.70 -0.84 -1.29 -0.20 0.07 0.00 -0.09 
IPhone 6 2.29 1.84 -1.36 -2.36 0.95 -0.09 -1.10 0.12 
IPhone 6+ 4.48 1.07 -1.61 -4.45 0.79 0.07 -0.71 0.02 

Beta         
iPhone 4 -5.55 -9.04 8.38 4.91 -3.71 -0.18 4.13 -0.14 
IPhone 5 -6.43 -5.39 6.66 3.54 -4.13 0.02 3.59 0.05 
IPhone 6 -10.27 -12.73 11.55 9.48 -5.11 -0.86 6.05 1.38 
IPhone 6+ -7.16 -9.98 8.66 5.07 -4.61 -1.71 2.46 0.38 
Gamma         
iPhone 4 -4.46 -10.29 11.38 4.27 -4.89 0.61 5.21 -0.57 
IPhone 5 -6.38 -6.48 9.80 5.07 -4.75 -0.20 5.36 -0.25 
IPhone 6 -9.34 -16.30 16.71 10.25 -9.00 0.77 10.11 0.11 
IPhone 6+ -6.48 -12.34 13.77 5.38 -7.36 0.38 6.52 -1.77 

 
Table 4.5: Estimated extent of phone movement for the four different grips in the 

Alpha 
(z-axis), Beta (x-axis) and Gamma (y-axis) axes for interaction 

between phone sizes 
 

The trend is very similar along the Beta and Gamma axes of all four phones. 
There are, however, some significant differences between specific Target 
Positions. For example, I found that the iPhone 6 had a larger Beta 
movement with Target Positions 1,2,3 and 4 (the Target Positions with the 

greatest distance). In addition, I found significant differences for the Gamma 
axis of the iPhone 6 and Target Positions 1,2,3,4 and 7, as well as for the 
iPhone 5 and Target Position 2.   
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I expected the iPhone 6, the second-largest phone, to produce significantly 
greater movement than the iPhone 4 and 5. I also expected this larger 
movement to be activated by the target positions 1,2,3 and 4 as they had the  

 

    

 

Figure 4.11: Estimated extent of phone movement for the four different grips in the 
Alpha 

(z-axis), Beta (x-axis), and Gamma (y-axis) axes for interaction. 
 

 

 



Chapter 4: Investigating differences with the ‘smartphone size’ 

 82 

 

greatest distance between the targets and by target position 7, which, 

although had a smaller distance between the targets, also went against the 

‘functional area of the thumb’ and so required participants to reach across 

the phone. 

 

Grips Target        
 1 2 3 4 5 6 7 8 
Alpha         
S -0.20 -0.29 0.13 -0.59 -1.34 -0.11 1.30 0.00 
B 1.54 -2.41 3.77 -2.29 -0.18 0.09 0.43 -0.12 
AT 5.52 4.39 -4.54 -4.23 1.16 0.36 -1.79 -0.13 
AF 1.41 3.34 -3.36 -1.18 1.68 0.07 -1.25 0 
Beta         
S -11.45 -15.20 14.05 9.63 -6.48 -1.21 6.13 0.45 
B -8.39 -4.93 4.82 5.73 -1.87 -1.41 1.52 1.48 
AT -8.00 -13.30 13.07 6.64 -7.27 -0.04 7.61 -0.09 
AF -1.57 -3.71 3.30 1.00 -1.93 -0.07 0.98 -0.18 
Gamma         
S -6.93 -24.45 29.70 8.88 -14.16 2.91 15.57 -3.46 
B -9.27 4.37 -5.18 7.36 1.64 -2.09 -1.48 1.89 
AT -8.91 -20.93 22.63 7.70 -11.09 0.71 11.64 -0.82 
AF -1.55 -4.41 4.52 1.04 -2.39 0.02 1.46 -0.09 

 
Table 4.6: Estimated extent of phone movement for the four different grips in the 

Alpha 
(z-axis), Beta (x-axis), and Gamma (y-axis) axes for interaction. 

 

4.10.2 Effect of grip and Target Positions 
The Post-Hoc statistical test illustrated that the directional movements 
differed significantly depending on the Target Position and Grip, thus 
corroborating my Hypothesis H5. I noticed that the level of movement in the 
Alpha, Beta and Gamma axes increased, with the Gamma increase being 
the greatest. The exception here is AF, which appeared to show only a 
marginal increase in Gamma rotation. Without going into too much detail 
about each individual Target Position comparison, I can state that there were 
few significant differences between Target Positions involving small amounts 
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of movement (5,6,7 and 8). This was except for targets 5 and 7 with the 
Gamma axis and Beta axis values of grips S and AT, which were larger.  

  

However, I found more significant differences for the Target Positions 
involving larger movements (1,2,3 and 4). In particular, the Alpha rotations 
were comparatively high for AT and very low for S. I believe this is due to the 
non-dominant hand acting in support of the dominant hand by manoeuvring 
the phone closer to the thumb’s position. Interestingly, the direction of 
rotation also appears to change depending on the grip, with AF and AT 
having rotations opposite to B for Target Positions 2 and 3. I believe that this 

is due to the usage of both thumbs and the direction of the movement 
between the targets.  

  

For the Beta axis rotations, the largest movements were attributed to the S 
and AT and were significantly higher than those of B and AF, while the 
direction of movement was similar for all targets. This suggested that 
participants used the same movement each time to acquire the target, i.e., 
rocking the phone toward them. For the Gamma rotation, there was again a 
significant difference between S and AT vs B and AF. Figure 4.11 also 
illustrates the difference between B and AF, where one can see an opposite 
movement direction. I believe that this is again due to the B grip where both 
thumbs are employed to interact with the phone. Users were found to have 
used a rocking motion along the Gamma axis - i.e., instead of bringing the 
phone to the finger or thumb, they rocked the phone in the opposite direction 
to reach the target (see Figure 3.13). 

 
Through the Post-Hoc analysis, I observed a strong difference for the 
combined Gamma and Beta values between conditions where the thumb 
was used to point (S and AT) and the condition where the index finger was 
used (AF). The amplitude of movements is significantly statistically different 

for S and AT, which could simply be due to the fact that the AF grip allows the 
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user to move their hand and arm more freely, thus bringing the finger to the 
correct position, which necessitates less phone movement (as observed in 
the initial study). Conversely, S and AT grips constrict the hand more, forcing 
participants to move the phone substantially further to bring it into contact 
with the thumb. 

 

4.11 Post questionnaire 
Using a similar analysis to that described above, I found a main effect for Q1 
(Secure) on Phone Size (F3,1791=16.536, p<0.05) and Grip (F3,1791=192.056, 
p<0.05) and Grip x Size (F9,1791=30.728, p<0.05); Q2 (comfort) on Phone Size 
(F3,1791=13.101, p<0.05) and Grip (F3,1791=81.297, p<0.05) and Grip x Size 
(F9,1791=32.606, p<0.05); Q3 (popularity) on Phone Size (F3,1791=5.960, p<0.05) 
and Grip (F3,1791=62.346, p<0.05) and grip x size (F9,1791=24.996, p<0.05). 

 

        a: Secure.                         b: Comfort                         c: Popular 

 

 

Figure 4.12: Questionnaire Results: a) Security of the grip b) 
Comfort of the grip and c) Popularity of the grip for this task 
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A: Single-handed 
Targets  1 2 3 4 5 6 7 8 

iPhone 
4 

X 9.7 15.1 15.1 9.5 6.6 1.7 8.9 1.5 
Y 6.2 23.0 27.1 7.6 12.1 3.4 12.1 3.4 
Z 4.7 7.7 6.2 3.5 4.7 1.6 5.6 1.6 

iPhone 
5 

X 11.5 14.1 12.9 8.1 7.6 1.5 5.9 1.7 
Y 9.9 15.5 22.4 8.6 11.1 2.4 13.1 2.6 
Z 4.7 9.4 4.9 4.3 3.8 1.6 3.3 1.9 

iPhone 
6 

X 19.4 22.7 18.2 18.6 10.1 3.1 10.0 2.6 
Y 10.7 32.8 36.9 12.4 17.4 4.9 23.1 4.0 
Z 5.3 6.4 5.7 7.1 5.2 2.6 8.5 1.4 

iPhone 
6+ 

X 17.7 18.0 17.0 18.0 6.6 5.7 5.7 4.0 
Y 13.9 30.6 35.8 14.7 16.9 8.2 17.4 6.9 
Z 12.5 9.5 8.4 11.9 4.8 4.7 3.9 3.4 

B: Symmetric Bimanual 
Targets  1 2 3 4 5 6 7 8 

iPhone 
4 

X 6.0 4.5 4.1 5.2 1.8 1.3 1.4 0.8 
Y 6.9 5.6 4.9 5.2 2.1 1.4 1.4 1.1 
Z 2.3 1.6 4.1 1.8 0.9 0.6 0.6 0.4 

iPhone 
5 

X 6.7 3.2 4.9 3.6 2.0 1.4 1.2 2.2 
Y 8.5 6.2 4.5 5.6 2.3 2.4 2.6 1.9 
Z 2.9 3.9 3.6 3.0 1.1 0.9 1.6 0.7 

iPhone 
6 

X 11.6 7.1 6.8 11.0 2.2 2.1 2.1 3.3 
Y 12.7 8.4 9.6 14.3 3.4 3.0 2.6 4.1 
Z 3.1 4.9 6.4 4.9 1.6 1.1 1.6 0.6 

iPhone 
6+ 

X 9.8 7.8 6.4 5.1 3.4 2.7 2.1 2.4 
Y 11.1 7.4 6.9 7.7 2.4 3.9 2.9 2.2 
Z 6.6 3.6 3.5 4.4 2.0 0.8 1.1 0.9 

C: Asymmetric with Thumb 
Targets  1 2 3 4 5 6 7 8 

iPhone 
4 

X 5.1 12.8 12.0 5.5 5.8 1.1 6.0 0.7 
Y 5.6 18.3 18.0 6.1 7.0 1.4 8.9 0.9 
Z 2.6 4.9 4.7 2.4 2.1 0.6 2.1 0.2 

iPhone 
5 

X 7.6 10.9 13.3 6.4 7.3 1.4 7.3 0.6 
Y 9.2 15.3 20.2 8.1 9.1 1.1 9.4 0.9 
Z 3.9 3.4 4.8 3.0 2.2 0.7 1.4 0.4 

iPhone 
6 

X 10.2 16.7 17.4 10.9 9.7 2.1 10.9 1.8 
Y 14.1 32.9 34.1 13.4 18.4 2.8 17.4 2.4 
Z 8.3 10.9 10.1 9.1 4.8 1.2 3.9 0.7 

iPhone 
6+ 

X 9.1 12.9 10.7 5.4 7.7 1.7 8.6 1.3 
Y 9.9 19.6 19.8 5.4 10.6 1.7 12.4 2.1 
Z 7.9 6.7 5.6 4.9 2.9 0.8 2.6 0.6 

D: Asymmetric with Finger 
Targets  1 2 3 4 5 6 7 8 

iPhone 
4 

X 1.6 3.7 3.0 0.9 1.5 0.2 1.1 0.1 
Y 1.2 4.2 4.8 0.7 1.9 0.2 1.7 0.4 
Z 1.3 3.3 3.0 0.6 1.4 0.1 1.2 0.2 

iPhone 
5 

X 0.9 2.6 2.1 1.1 1.8 0.2 1.2 0.6 
Y 1.1 2.5 2.4 1.1 1.8 0.5 1.6 0.5 
Z 0.9 1.8 1.2 0.7 1.1 0.5 0.9 0.5 

iPhone 
6 

X 2.5 4.6 4.1 1.9 2.0 0.4 1.6 0.3 
Y 2.5 5.7 5.6 1.6 2.9 0.6 2.0 0.6 
Z 2.2 4.3 4.2 2.3 2.4 0.1 1.8 0.3 

iPhone 
6+ 

X 2.1 4.0 4.1 1.6 2.7 0.3 0.7 0.3 
Y 1.5 5.4 5.7 1.5 3.5 0.3 1.1 0.3 
Z 1.4 4.1 5.0 2.0 2.3 0.3 1.2 0.4 

 
Table 4.7. Mean angle data for all targets and grips. 
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4.11.1 Security 
The S Grip was significantly rated less secure than Grips B, AT and AF for 

iPhone 5, 6 and 6+. However, there were no other differences. In fact, if I 

look at Figure 4.12, I can see that the scores are very similar across a range 

of grip types and phone sizes, proving that participants felt secure when 

employing a two-handed grip. 

 

4.11.2 Comfort 
The S and AF grips were rated more comfortable than B and AT for the 
iPhone 4 and 5. However, this trend inverts for S, which is rated worse than 
AF, B and AT for the iPhone 6+. AF remains consistent and is the preferred 
grip out of the four for 

 

Grips Phone    
 4 5 6 6+ 
Secure     
S 5.13 4.44 3.31 2.06 
B 5.50 5.50 5.56 5.56 
AT 5.69 5.06 5.81 5.38 
AF 6.00 5.25 5.75 5.81 
Comfort     
S 5.81 4.94 4.25 2.31 
B 4.31 4.44 4.44 4.75 
AT 4.75 4.06 4.88 4.50 
AF 5.81 5.31 5.75 5.75 
Popular     
S 5.69 4.81 3.56 2.50 
B 4.19 3.75 4.38 4.50 
AT 4.25 3.69 4.13 4.19 
AF 5.44 4.94 5.44 5.75 

 
Table 4.8: Questionnaire Results: a) Security of the grip b) 

Comfort of the grip and c) Popularity of the grip for this task 
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the iPhone 6 and 6+. For Phone 6+ the grips B and AT are in second place. 
The questionnaire data for the S grip corresponds with participants’ 
comments during the task that the smaller iPhone 4 and 5 allowed them to 
grasp the phone and reach the target areas without much effort. However, as 
the phone size increased participants found great difficulty in completing the 
dual role of holding the phone and reaching the target areas. This resulted in 
larger shifts of grip with one participant complaining of hand strain. 
 

4.11.3 Popular 
The trends here are similar to those of the Comfort question. In fact, the 
same results were found as described above. As Napier (Napier, 1993) 

states, the selection of the grip depends on the task required and it is 
important to underline that these results are focused purely on the pointing 
task. Out of the four grips, AF grip is ranked best for three phones (iPhone 
5,6 and 6+) and second best for the iPhone 4. Out of the four grips, the AF 
grip is the grip which provokes the smallest amount of movement (Figure 
4.10) which partially validates my Hypothesis H6. 
 

4.11.4 Summary of results 
In this second study I looked at how the size of the mobile phone and the 
grip used affected how the phone was maneuvered. I validated all my 
hypotheses, except for H1 and H6. H1 was partially validated: I found that 
the two smaller phones had significantly less movements than the two larger 
ones. H6 was also partially validated: AF is the grip with the least movement, 
and this is preferred for three of the four phones with S being the preferred 
grip for the remaining phone. 
 

4.12 Design insights 
This study demonstrated that the hand adapts fluidly to device type and 
context of use, dealing with interactions such as menu selection or keyboard 
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typing through a combination of grips and movements. As the hope is that 
this research can help benefit UI designers, I asked the questions at this 
point in the thesis: Can designers use this knowledge to create more 
compelling interactive experiences? In the last part of this chapter, I attempt 
to answer this question through three concepts that exploit insights gained 
from the above study to propose appropriate design responses focused on a 
touchscreen-based solution. 
 

4.12.1 Concept design 
Current touchscreen mobile phone operating systems, such as Apple’s iOS, 

is designed around a series of UI components (Apple Developer, 2020). 

Using these components as a foundation, I generated three conceptual ideas 

around an adaptive UI method. That triggers UI changes by combining the 

task and its known tilt and rotational movement associations. 
 

Concept 1: Adaptive keyboard 

During the first qualitative study, participants were found to tilt the device 
from side-to-side along the Gamma axis to better access the keyboard target 
areas (Figure 3.13). Building on my hypothesis H3, I discovered that this 
tilting movement also occurred during the second quantitative study for 
Target Positions 5,6,7 and 8. Using the data shown in Figure 4.10 and Table 

4.3, I see greater movement along the Gamma axis (in other words, a side-
to-side motion). The adaptive keyboard concept in Figure 4.13 uses this 
side-to-side motion to shift the keyboard letters into a more reachable 
position. The concept is similar to the iGrasp technique (Cheng et al. 2013). 
However, while iGrasp triggers the keyboard according to grip, the adaptive 
keyboard would be activated if a side-to-side tilt along the Gamma axis were 
initiated. The keyboard ‘slides’ as the phone tilts, placing the required letters 
in an easier-to-reach position for the thumb. 
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Figure 4.13: The adaptive keyboard concept 
 

Concept 2: Adaptive scrolling 

In the first qualitative study, I found that participants tilted the mobile phone 
along the vertical axis to select navigation options from the top bar (Figure 
3.14 and 3.15). In the second study, participants made similar vertical tilts for 
Target Positions 1, 2, 3 and 4 along the Beta and Gamma axes, thus building 
on my Hypotheses H1, H3 and H5.  

  

The concept of adaptive scrolling involves activating a feature when two 
conditions are met: a navigation bar is on the screen, and a tilt along the 
Beta axis is detected. Adaptive scrolling is then triggered, lowering the 
navigation bar items to place them within reach of the thumb (Figure 4.14). 

 



Chapter 4: Investigating differences with the ‘smartphone size’ 

 90 

 

Figure 4.14: The adaptive scrolling concept 
 

Concept 3: Adaptive homepage 

In the first qualitative study, I found that when participants use the single-
handed and asymmetric bimanual with a thumb grip to reach the top corner of 
the screen opposite the dominant hand’s thumb, the phone twisted along the 
Beta and Gamma axes (Figure 3.14 and 3.15). This area appeared to be 
difficult to reach and provoked the greatest tilt and rotation of the device. In 
testing hypotheses H1, H3 and H5, the second quantitative study also showed 
that participants made similar twists along the Beta and Gamma axes for 
Target Positions 1, 2, 3 and 4 (see Figures 4.10 and Table 4.3).  

  

The adaptive homepage concept has similarities with “tilt slide” (Chang et al., 

2015). However, this concept homepage icons shift closer to the dominant 
hand when tilt is sensed along the Beta and Gamma axes (Figure 4.15). This 
reduces the amount of reach a participant needs to use to interact with the 
phone.  
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Figure 4.15.: The adaptive homepage concept 
 

4.13 Conclusion 
In this chapter, I conducted a study to investigate if the smartphone's size 

impacted the physical interaction method, as demonstrated in Chapter 3. I 

discovered that the size of the smartphone does have an impact on the 

motion (rotation and tilt) of the handheld device (Research question 3). The 

quantitative study showed a difference between the four grip's overall 

movement, AF having the least movement and S having the most. I found 

that the two smaller iPhones (4 and 5) had a statistical difference for the 

overall movement compared to that of the larger iPhones (6 and 6+); 

however, there were no statistical differences between the iPhone 4 and 5 or 

the iPhone 6 and 6+. Additionally, I discovered that the placement of targets 

on the touchscreen statistically affects the smartphone's overall movements. 

Those furthest away and not within the functional area of the thumb 

produced the most movement (Targets 2 and 3), and those closest and 

within the functional area of the thumb produced the least movement 

(Targets 6 and 8). As for the smartphone's overall mean value of movement, 



Chapter 4: Investigating differences with the ‘smartphone size’ 

 92 

I discovered that Alpha produced the least movement, with Gamma 

producing the most movement for both grip type and size of the device. 

 

I have proposed three smartphone interaction design concepts using the 

insights that I gathered from this quantitative research and Chapter 3's 

qualitative research. These allowed me to demonstrate how designers could 

benefit from understanding how hand and smartphone movements change 

according to the phone size and grip type. All three of the concepts' main 

interaction features are triggered by the smartphone's movement, shifting the 

screen-based content towards the interacting hand. Even though the 

concepts went beyond the current UI design guidelines (Apple 2020a; 

2020b and Google 2020), there were, in fact, already similar concepts 

created by other researchers (Cheng et al., 2013 and Chang et al., 2015). 

As the ultimate intention for this research was to develop conceptual designs 

through design workshops (see Chapters 6 and 7), the three concepts 

presented in this chapter were not developed further. However, they were 

used to inspire those at the design workshops. In particular, concept 1: 

adaptive keyboard was presented during the workshop, as described in 

chapter 6. 

 

In the next chapter of this PhD research (Chapter 5), I will take these findings 

further by investigating the impact on phone and grip movements of the body 

postures of participants (lying down, sitting at a table or standing). This will 

enable me to understand whether the hand or arm support might influence 

the smartphone movement. 
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This chapter continues the investigation into the hand interaction through the 

four user-defined grips presented in Chapter 3. However, these are explored 

within the context of three different body postures (Sitting at a table, Standing 

and Lying down).  

The research question for this chapter:  

Does the participant's body posture affect how the hand interacts with the 

handheld interactive device? 
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5.0 Introduction 
In this chapter, I investigate how the individual's 'body posture' affects the 

smartphone's movement. I do this through a quantitative study that matches 

Chapter 4 and looks into how: (1) the body posture affects interaction design; 

(2) How the four user-defined grips (Chapter 3) affect the tilt rotation of the 

smartphone; (3) What the participants' perceptions are of different body 

postures during interaction.  

I first speculate about the different physical body postures and question how 

they likely affect the hand smartphone interaction. Next, I created a number 

of hypotheses to study, as I did in Chapter 4. Then, as with Chapter 4, I run a 

quantitative study using the same procedure, smartphone application and 

questioners to understand how the movement affects an individual 

smartphone (iPhone 6). Ultimately, I identify a number of design insights that 

will inform the design activities in Chapters 6 and 7. 

 

 
 

Table 5.1: Variables of study 3 design 
 

The main results are: (1) the body posture with the most movement is Lying 

down, then Sitting at a table and Standing; (2) the orders of overall 

movement (the sum of movements made in the three rotational directions of 

the phone) for the grips are consistent throughout all body postures (Figure 

5.1) corroborating (Chapter 4); (3) the rotation of the smartphone is 

Size

Application
re-design

Body
postures

Grips 
defined by 
participantsTask

Body posture

Grip

Design 
workshops

Study 4Study 1
Type of 
interaction

Smartphone 
size

Study 2 Study 3

Body posture

Qualitative Quantitative

Interaction Type

Grip

Design 
workshops

Study 5
Type of 
interaction

Smartphone 
size Body posture

QualitativeQuantitative

User defined Study variable Not included in study
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dependent on body posture, with Lying down showing different rotational 

movement than Sitting at a table and Standing. Finally, I provide detailed 

descriptions of motions used in different body postures, using different grips, 

valuable for UX smartphone designers. 

 

5.1 Experimental Design  
This third study explores how the individual’s ‘body posture’ affects the 

participant-defined grips and the tilt/rotation of the smartphone observed in 

the initial ‘interaction type’ study (Chapter 3). To do so, I first listed common 

postures using personal experiences and observations and extrapolated 

other factors affecting hand usages: smartphone support, body support, and 

muscle usage. 

 

5.1.1 Smartphone support 
If I look at how the smartphone rests and inclines in the user's hands, I notice 

variations dependent on the user's body posture. For example, when 

standing, the smartphone rests on top of the users' fingers; however, when 

lying on the back, the smartphone needs to be held in place, without fingers 

or thumbs blocking the screen (Figure 5.1). Additionally, the grips used will 

affect the smartphone support for all body postures. The bi-manual grips, 

giving more contact area between the smartphone and the hands, are 

potentially perceived as more secure than the grip single-handed. I also 

expect the participants to compensate for the anxiety of dropping the 

smartphone, such as lying down on one's back (the smartphone falling 

towards the participant's face) and standing (dropping and damaging the 

smartphone). 
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Figure 5.1. Showing different angles of the smartphone within different body 
postures. 

 

5.1.2 Body support 
This work is inspired by (Kim and Chae, 2012), who investigated how the 

biomechanical and muscle activity for different postures (sitting, standing and 

sitting at a table) affected smartphone usage. These researchers discovered 

that the body posture made a difference due to the mobility of the wrist and 

upper extremities. For example, when sitting at a table, arms will be 

anchored near the elbow, and biomechanical restrictions will be placed on 

the movement of the upper arm. The participant's perception of the 

smartphone support could thus be boosted, increasing smartphone 

movement. In addition, when lying down, the participants' arms will be lifted 

upwards to bring their hands together, enabling interaction via bimanual grips 

and allowing a clear view of the screen. Overall, I believe this will reduce the 

perception of stability and increase smartphone movement. 

 

5.1.3 Muscles usage 
When interacting with touchscreen devices (e.g., smartphone, tablet, 

tabletop, wall display), Bachynskyi et al. (Bachynskyi et al., 2015) showed 

that distinctive body postures use distinctive sets of muscles. This muscle 

usage relates to differing grips used for smartphone interaction: when sitting, 

a two-handed grip uses the lower back, upper back and shoulder muscles on 

the arm of the dominant hand. However, the single-handed grip uses just the 

dominant hand's upper back and back shoulder muscles. I believe that this 

distinctive muscle usage influenced the findings of Chapter 4, in which grips 
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and location of targets altered the tilts and rotations of the smartphone. 

Based on these findings, I believe differing body postures will affect the 

smartphone's rotations again. In particular, variances should be seen when 

lying down, as distinctively different muscles will be utilised in supporting the 

smartphone.  

 

After theorising about the other factors affecting hand usages when 

interacting with a smartphone, I selected three body postures (Sitting at a 

table, Standing and lying down) that were more affected by the three factors 

(smartphone support, body support and muscle usage). Additionally, I 

discarded non-symmetrical postures to ease the comparison of rotations 

between the postures (e.g., lying down on the left would skew the result to 

one side). Please see Figure 5.2. From this theoretical work, I created a 

number of hypotheses. 

 

 

Figure 5.2. The three body postures selected - Standing, sitting at a table  
and lying down on back. 

 

5.1.4 Hypotheses 
From this, I again created a number of hypotheses regarding objective 

measurements regarding the variable of body posture (quantity of movement 

performed by the hand in the different axes) and subjective (users’ 

perception of security and comfort). I focused on three body postures 

(Sitting, Standing, lying down) to have a trackable set for a controlled 

experiment. 

 



Chapter 5: Investigating differences between ‘body postures’ 

 98 

H1: The overall smartphone movement will be larger when lying down than 

other body postures due to the arm muscles being used to lift the 

smartphone upwards. I also think that the lack of support will render lying 

down the less “secure” posture. 

 

H2: The overall amount of smartphone movement will be lower when 

standing than in other postures as participants will have full arm movement 

and flexibility. Additionally, the participants may be anxious concerning the 

breakage of the smartphone. 

 

H3: The directional movement for lying down will be distinctive to the other 

body postures. I believe this is affected in the way the smartphone rests in 

the hand involving distinctive muscles (more beta and gamma movements 

when lying down). Effect should be stronger in S. 

 

H4: Previous results on grips should be similar for Sitting at a table and 

Standing, i.e. S will have most movement, followed by AT, B and AF. This 

should differ for Lying down where AT and AF allow for a firmer grip and 

more stable hold and thus less movement. 

 

H5: As before, the total movements of the smartphone will differ according to 

Target Position for all body postures (targets further away needing more 

movements and those in the functional area of the thumb, less). 

 

H6: The lower the movement, the higher the rating for the conditions 

“secure” and “comfortable” (and those conditions will be preferred) e.g., S 

should be rated the worst when lying. 

 

5.2 Study variables 
As in Chapter 4, I answered these hypotheses through a controlled 

experiment using qualitative research methodology. To keep consistency 
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within the studies, I decided to use the same tapping-interaction-based task 

as in Chapter 4.2 and the same two questionnaires, recording participant 

information and participant opinions about that study variables.  

  

I continued to use the five variables as stated in the ‘smartphone size’ study 

chapter 4 and discovered during the ‘interaction type’ study in chapter 3 - for 

an overview, please see table 5.1. For this study on body posture, the 

variables I used were, firstly, a task (via a custom-built app as described in 

Chapter 4.4). Secondly, I retained the same interaction method (touchscreen 

smartphone). Thirdly, I retained the four grips discovered in the ‘interaction 

type’ study (Chapter 3). Finally, the fourth variable, ‘body posture’, had 

participants use the smartphone in three different body postures (Sitting at a 

table, standing and lying down). 

 

5.2.1 Body posture 
In order to reduce the independent variables, I used just one body posture 

for the ‘smartphone size’ and ‘interaction type’ study (Chapter 3 and 4), that 

of sitting at a table, hence ruling out interference from posture or whole-body 

movement. However, for the ‘body posture’ study, I added two further body 

postures: standing and lying down (Figure 5.2). I selected the additional two 

body postures as outlined in the discussion presented in Chapter 5.1: 

Experimental design. 

 

5.2.2 Task 
To control the position of the finger movement and analyze how these 

positions impact the phone's movement, I copied the 'smartphone size' study 

in chapter 4. This study uses a pointing task of two targets on a screen within 

eight different combinations, as shown in figure 5.3. For more information 

about the application design, please see chapter 4.5. 
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Figure 5.3. Possible target positions 
 

5.2.3 Interaction type 
To keep consistency with the ‘smartphone size’ study as presented in 

Chapter 4 I again used the touchscreen interaction smart phone technology.  

 

5.2.4 Grips 
I again, as stated in Chapter 4 (the ‘smartphone size’ study), used the four 

hand grips (Figure 5.4) as identified during the ‘interaction type’ study using 

this touchscreen smartphone in Chapter 3 (Asymmetric with a thumb, 

Symmetric bimanual, Single-handed and Asymmetric with a finger). 

 

 
Figure 5.4. The four grips: a) Symmetric bimanual, b) Asymmetric with a thumb, c) 

Single-handed and d) Asymmetric with a finger. 
 

5.3 Apparatus used 
To keep consistency within this experiment, I used almost identical apparatus 

to Chapter 4 (the ‘smartphone size’ study). The matching apparatus included 

the cameras and software applications that recorded the sessions (4.3.4 

cameras and recording software), the touchscreen tablet used to collect 

participants feedback and the online questionnaire used for recruitment 
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(4.3.1 Online recruitment questionnaire).  

 

Changes to the apparatus were made by selecting just one of the 

smartphones (iPhone 6) and using more furniture to create comfortable 

positioning for the participants in the three-body postures. I additionally 

adjusted the participant feedback questionnaire to focus on the body posture 

and not the smartphone size. 

 

5.3.1 Smartphones 
Ask with the ‘smartphone size’ study (Chapter 4) I continue to use the same 

touchscreen interaction smartphone as the ‘interaction type’ study (Chapter 

3). I selected the iPhone 6 as this showed the most movement variation 

during the ‘smartphone size’ study (Chapter 4). The smartphones used WiFi 

to connect to the internet during the study. The smartphones used were the 

iPhone 6 (Table 5.2). 

 

 Height Width Depth 
iPhone 6 138.1 mm 67.0 mm 6.9 mm 

 

Table 5.2: Measurements of the smartphones used 
 

5.3.2 Room furnishings 
To complete the ‘body posture’ studies, four pieces of furniture were needed. 

First, a desk and chair were used for the body posture sitting at a table to 

keep consistency with the ‘interaction type’ study (Chapter 3) and the 

‘smartphone size’ study (Chapter 4). Second, I additionally used a chair to 

accommodate the sitting body posture and provided a single air bed for the 

participants to comfortably rest during the lying down body posture. 
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Figure 5.5: Images of the smartphone during the three body postures. 

 

5.3.3 Participants feedback questionnaire 
As with the ‘smartphone size’ study (Chapter 4), I asked the participants to fill 

in a feedback questionnaire. The only difference between this questionnaire 

and that of the ‘smartphone size’ study was that I focused on the three-body 

postures (Sitting at a table, Standing and lying down) rather than the four 

smartphone sizes.   

 

The participant feedback questionnaire had two parts as with the 

‘smartphone size’ study. An admin section where the grips and the body 

posture was inputted. In the second section, where participants were asked 

to rate the studies variables for the questions asked for an example, see 

Appendices B.2 and B.3.  

 

As with the ‘smartphone size’ study, the ratings were completed using a 

Likert scale to rate the grips and body posture (Likert, 1932). 

 

5.4 Custom application 
For the ‘body posture’ study, I repurposed the custom-built application used 

for the ‘smartphone size’ study (Chapter 4.4 Custom application). In addition, 

a small modification was made to the application design, removing the 

different sizes of smartphones (iPhone 4, iPhone 5, iPhone 6 and iPhone 6 

plus) and replacing this configuration option with a list of the body postures to 

be studied (sitting at a table, standing and lying down). Please see figure 4.5 
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for more details. 

 

5.5 Participant sessions 
For the ‘body posture’ study, I kept the same participant session structure as 

the ‘smartphone size’ study (Chapter 4.5 participant sessions). breaking 

down the session into seven parts. (1) Explain the experiment to the 

participants and sign a consent form. (2) Discuss unclear information from 

the recruitment questionnaire. (3) Take participants’ hand measurements. (4) 

Adopting the body posture assigned (5) Hand preset smartphones to the 

participant to complete the task. (6) Participants complete a questionnaire 

based on their experience with those activities (7) Repeat parts 4, 5 and 6 

until the study was completed (All three body postures). 

 

5.6 Participants 
For the body posture study, 20 righthanded participants with no known 

disabilities (10 males and 10 females) aged between 18 years to 41 years 

took part. All participants either studied at or worked for a University and had 

owned the phone for between one month to three years.  

 

All participants had previous experience with touchscreen smartphones. 19 

participants owned touchscreen smartphones, 10 used an iOS device, 9 

used an Android device, and one used a Nokia device. In addition, 10 of the 

participants had added an external casing to their smartphone.  

 

The participants’ smartphone sizes ranged from W:58.6mm, H:120.3mm, D: 

6.8mm to W:75.8mm, D:9.2mm, H:154.4mm. The smallest smartphones 

were the HTC One and the iPhone 5s, while the largest was the Samsung 

S6 and the Samsung Galaxy S6 Edge Plus.  
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The top applications used were social media (Instagram, Facebook and 

Snapchat). Messaging (text, WhatsApp) and Calls. The top locations used 

were public transport (bus, train), Work/University (during breaks, lectures), 

and home. 

  

The participants’ hands ranged in size: Overall hand length: 165-205mm, 

Palm length: 81-117mm, Palm width: 76-100mm, Thumb length: 52-69mm 

and Finger length: 75-92mm. 

 

5.7 Data gathering 
To keep consistency with the ‘smartphone size’ study chapter 4, I gathered 

the data following the same steps. These steps were, (1) video recording 

with two synchronized cameras; (2) feedback questionnaire as described in 

chapter 4.3, (3) taking participants hand measurements as described in 

chapter 4.6 and (4) collecting the data from the custom application as 

described in chapter 4.5.  

  

For the ‘body posture’ study, no participants made identifiable errors 

observed during the ‘smartphone size’ study in chapter 4.7.3 Data from a 

custom application. 

 

5.8 Analysis of the data 
A Shapiro-Wilk test confirmed that the assumption of normality was met for 

the data (p<0.001). I first provide an analysis of the overall movement (the 

sum of movements made in all three directions as shown in Figure 2) before 

detailing the directional movements gathered via the device’s inbuilt sensors. 

I also analyse the post questionnaire using the Analysis of Covariance on the 

sum of the absolute values of the accelerometer movements on each axis. 

ANCOVA extends the analysis of variance by including additional variables 

(covariates) that influence the dependent variables – here, the size of 
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participants’ hands. To generate a unique covariate using the four hand 

measurements (palm width & palm length, thumb length and middle finger 

length), I used a Principal Component Analysis to reduce the number of 

dimensions, similarly to in Chapter 4. This created a hand size score metric, 

which is a good indicator of the general hand size. The variances were also 

not significantly different from each other, thus showing that the assumption 

of homogeneity of covariance holds. In the rest of the analysis, I used a p-

value below 0.05. 

 

5.9 Overall movements 
I found a main effect for Body posture (F2,1728 =119.251), Grip (F3,1728 =3.901) 

and for Body posture x Grip (F6,1728 =2.038). I performed Post-Hoc 

comparisons using Least Significant Difference (LSD). Figure 5.6 shows the 

estimated means, i.e., the hypothetical means unbiased by the hand size 

scores after correction by the ANCOVA. I found that the statistical test 

showed that there was a significant effect for postures, that lying down (LD) 

produced most movements, followed by Sitting and Standing. I also found 

significant differences between grips, Single-handed (S) having more 

movements than Asymmetric bimanual Thumb (AT) and Asymmetric 

bimanual Finger (AF). Differences were found between Symmetric bimanual 

(B) and Asymmetric bimanual thumb (AT). The differences between grasps 

were due to the interaction with Lying body posture for which these results 

were significant compared to other body postures. There was no effect for 

target positions. 
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Figure 5.6: Estimated level of phone movement for the 
interaction between the different factors 

 

Grips Body posture   

 Stand Sitting table Lying 
S 30.3 38.2 99.5 

B 12.6 17.0 45.5 

AT 22.8 33.6 54.7 

AF 5.8 12.1 36.6 
 

Table 5.3: Estimated level of phone movement for the 
interaction between the different factors 

 

5.10 Directional movements 
In preparing data for the ANCOVA in this next phase I followed an identical 

process to that used to assess overall movements. I focused this time on the 

movements around each axis of the mobile phone: Alpha (z-axis), Beta (x-

axis) and Gamma (y-axis) (Figure 5.7). 

 
 

Figure 5.7: Movements around each Axis (Alpha, Beta and Gamma). 
 



Chapter 5: Investigating differences between ‘body postures’ 

 107 

For Alpha I found a main effect for Grip (F3,1728=3.025), Body posture x Grip 

(F6,1728=3.552), Body posture x Target position  F14,1728=2.535), Grip x Target 

position (F21,1728=3.146) and Body posture x Grip x Target position 

(F42,1728=2.566). For Beta I found a main effect for Target position 

(F7,1728=249.835), Body posture x Target (F14,1728=5.345), Grip x Target position 

(F21,1728=20.468) and Body posture x Grip x Target position (F42,1728=1.395). 

For Gamma I found a main effect for Grip (F3,1728=3.131), Target position 

(F7,1728=26.897), Body posture x Grip (F6,1728=3.914), Body posture x Target  

F14,1728=2.359), Grip x Target position (F21,1728=8.205), Body posture x Grip x 

Target position (F42,1728=2.956). 

 
As before I used least Significant Difference (LSD) for performing Post-Hoc 

comparisons (Williams, 2010). For Alpha, I found that statistically S had the 

greatest movement, followed by AT, B and AF. I also found that there was a 

significant difference between S and all other grips. For Beta no significant 

statistical findings were found. For Gamma, I found that statistically S had 

the greatest movement, followed by AT, B and AF showing the least 

movement. I also found that there were significant differences between grips 

S and the grips B and AT. 

 

5.11 Post questionnaire 
Using the same analysis tool but for overall movements, I found a main effect 

for Q1 (Secure) on Body posture (F2,1728 =161.290) and Grip (F3,1728 =390.936) 

and Grip x Body posture (F6,1728 =42.431); Q2 (comfort) on Body posture 

(F2,1728 =60.092) and Grip (F3,1728 =195.284) and Grip x Body posture (F6,1728 

=37.685); Q3 (popularity) on Body posture (F2,1728 =51.668) and grip (F3,1728 

=205.344) and Grip x Body posture (F6,1728 =33.980); 

 

 

 

 



Chapter 5: Investigating differences between ‘body postures’ 

 108 

A: Single-handed 
Targets  1 2 3 4 5 6 7 8 

Stand 
X 18.4 15.5 15.9 15.9 8.4 2.6 9.4 2.9 
Y 9.6 25.9 28.6 9.6 15.1 4.1 14.7 3.8 
Z 6.8 7.6 6.8 7.2 5.6 1.5 4.7 1.7 

Sitting 
at table 

X 17.7 18.5 16.7 15.2 8.8 2.9 9.6 3.0 
Y 17.3 35.6 42.4 16.7 21.0 4.2 19.5 5.7 
Z 9.3 10.4 9.9 7.8 5.1 1.8 4.2 2.3 

Lying 
down 

X 17.2 24.3 32.4 15.0 16.6 2.3 19.1 2.9 
Y 46.9 46.3 63.4 44.9 44.3 20.7 48.6 13.0 
Z 46.1 45.8 71.0 50.4 40.8 19.5 50.7 13.0 

B: Symmetric Bimanual 
Targets  1 2 3 4 5 6 7 8 

Stand 
X 8.8 5.8 6.2 7.6 1.6 2.7 1.2 2.2 
Y 11.1 7.9 7.4 10.1 2.4 3.8 2.4 3.5 
Z 2.9 3.0 4.4 2.3 0.8 0.9 0.7 1.2 

Sitting 
at table 

X 11.1 7.7 6.2 11.1 2.1 2.9 2.7 2.8 
Y 12.1 10.8 11.2 12.3 3.4 4.4 2.4 3.1 
Z 4.3 5.2 8.4 6.6 1.2 1.1 1.6 1.4 

Lying 
down 

X 12.7 13.7 12.3 14.1 2.9 3.9 2.8 2.3 
Y 16.6 31.4 24.8 27.4 10.1 14.4 14.2 14.0 
Z 18.7 30.5 26.7 25.2 8.7 13.2 12.6 13.0 

C: Asymmetric with Thumb 
Targets  1 2 3 4 5 6 7 8 

Stand 
X 8.3 13.3 11.9 7.7 6.7 1.1 6.8 1.1 
Y 7.4 26.3 26.0 8.1 14.1 2.7 14.2 2.2 
Z 5.0 6.4 5.8 4.9 2.6 1.0 2.6 0.6 

Sitting 
at table 

X 12.9 19.1 19.6 10.4 8.3 1.2 9.4 1.3 
Y 17.2 33.8 32.0 13.8 17.1 1.7 16.6 2.2 
Z 11.7 13.8 11.6 8.0 4.4 1.6 4.3 0.7 

Lying 
down 

X 14.4 21.2 23.0 13.4 9.6 2.4 9.8 2.1 
Y 18.9 35.2 42.6 27.7 23.5 13.7 18.4 4.9 
Z 20.5 37.3 27.3 29.3 15.3 11.2 12.3 3.9 

D: Asymmetric with Finger 
Targets  1 2 3 4 5 6 7 8 

Stand 
X 1.4 3.4 3.1 1.6 1.2 0.5 1.2 0.3 
Y 1.2 5.2 4.4 1.3 3 0.7 2.7 0.8 
Z 1.6 4.4 3.2 1.6 1.6 0.4 1.9 0.2 

Sitting 
at table 

X 2.6 6.1 5.0 2.2 3.1 0.7 2.7 0.5 
Y 3.7 11.4 11.7 3.2 6.9 1.0 5.3 0.7 
Z 3.2 8.2 8.4 2.6 3.6 0.8 2.6 0.4 

Lying 
down 

X 2.9 6.4 7.9 2.4 3.7 1.5 4.8 0.3 
Y 9.8 25.3 28.2 10.3 12.6 12.2 25.3 3.2 

Z 11.4 26.7 31.5 11.8 11.4 12.2 27.1 3.7 

 
Table 5.4: Mean angle data for all targets and grips 

 

5.11.1 Security 
For body postures, participants found that lying is significantly different from 

standing and sitting and viewed it as the least secure, followed by Sitting, 

with Standing being the most secure. For the grips, I found that in a 

significant manner S was considered least secure, followed by AT, B and AF. 

The exception here is the body posture standing in which AF and B were 
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switched. No significance was found for target positions. (Figure 5.8i).  

 

5.11.2 Comfort 
For body postures, the participants found that lying is significantly different 

from standing and sitting and is the least comfortable posture, followed by 

Sitting and Standing. For the grips, I found that in a significant manner S was 

considered least comfortable, followed by AT, B and AF (Figure 5.8ii). 

 

5.11.3 Popular 
For body postures, participants found that lying is significantly different from 

standing and sitting and being the least popular, followed by Sitting and 

Standing. For the grips, I found that in a significant way S was considered 

least popular, followed by AT, B and AF. The exception is for Sitting where the 

grips AT and B are rated the same in popularity (Figure 5.8iii). 

 

    I) Security                              ii) Comfort                        iii) Popularity

 

Figure 5.8: Questionnaire 
Results: i) Security ii) Comfort and iii) Popularity 
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Grips Body postures   
 Standing Sitting at a table Lying down 
Secure    

S 4.1 4.6 1.8 
B 6.1 5.8 5.3 
AT 5.7 5.1 4.5 

AF 6.1 5.9 5.9 
Comfort    

S 4.4 4.3 2.0 
B 5.4 4.7 4.9 

AT 4.9 4.6 4.6 

AF 5.9 5.4 5.7 

Popular    

S 4.0 3.9 1.7 

B 5.3 4.2 4.9 
AT 4.6 4.2 3.8 

AF 5.7 5.4 5.6 
 

Table 5.5: Questionnaire 
Results: i) Security ii) Comfort and iii) Popularity 

5.12 Design insights 
I now revisit the hypothesis in light of the results. In this study, I looked at 

handgrip and smartphone interaction, questioning how body posture affects 

the tilt and rotation of the smartphone. I found the body posture with the 

largest movement to be Lying, which is true for all grip types, partially 

validating H1. Additionally, Lying down was considered the least secure body 

posture, partly validating H1. However, I only predicted that participants 

would use their arms to raise the smartphone. I did not expect participants to 

rest their arms on their upper torso. This finding needs further investigation to 

understand how it may impact smartphone interaction. 

 

For the smartphone’s movement, I found that the body posture Lying had 

different directional movements to that of Sitting and Standing, thus partially 

validating H3, with Lying showing the most movement for Beta, Alpha and 

finally Gamma (Figure 5.7). This may be compared to Sitting and Standing, 

which had the most movement for Alpha, Beta and then Gamma. Lying had 

the greatest movement for Alpha and Beta, but the least Gamma movement. 
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This is different from the prediction, as I believed there would be more Beta 

and Gamma movement. I found that the movement of the overall grip 

matched the findings of (Chapter 4) for all body postures. The body posture 

with the most overall movement was Lying, then Sitting and finally Standing. 

This partially validates H4. The only difference I found for Lying was an 

increase in the movement for all grips. All body postures mapped the same 

movements as Chapter 4. The non-functional targets of the larger distance 

have the most movement, and the functional targets with the least distance 

have the lowest movement (Figure 5.2), thus validating H5. AF - the grip with 

the lowest movement for all body postures - was considered the most 

secure, popular and comfortable grip. An exception to this is for Standing 

when B was considered the most secure grip, partially validating H6. S was 

rated lowest for all conditions and body postures, validating this part of H6. 

 

I also provide the raw data of the mean angles for each body posture and 

grip used for the eight target positions (Figure 5.8). This table extends the 

data provided in (Chapter 4) and, I think, will benefit designers. For more 

than half a century, empirical data have underpinned design and 

architecture, for example, Henry Dreyfuss’ humanscale metrics (Dreyfuss, 

1967). The goal is similar. For example, I can see from the table that the Y 

and Z angles for Lying down are greater than other body postures (Sitting 

and Standing). This data can be used to update physical interaction with the 

smartphone by changing the screen lighting for low light conditions when 

detecting movement patterns typically associated with a user lying down. I 

can also see that the mean angles are directional by further looking at the 

targets (Figure 6). Here I see that depending on the grips, Targets 1 and 4 

have similar angles, as do 2 and 3. From this mean angle data, designers 

can start to predict the grip used and the locations the users need to reach. I 

hope that this will lead to the moving of graphical elements to better positions 

depending on postures or grips, allowing users to interact with minimal hand 

movements. 
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5.13 Conclusion 
In this study, I asked if the body posture affects the hand smartphone 

interaction as measured by the movement of the physical smartphone using 

the four hand grips as demonstrated in Chapter 3. I have discovered that the 

body posture and hand grips influence participants' perception of the grip 

and physical movement (Research question 4). This quantitative study 

showed a difference between the three-body posture, with the lying down 

producing the most movement and the body posture standing producing the 

least movement. As with the smartphone size study presented in Chapter 4, 

the grip with the least movement is that of AF, and the grip with the most 

movement is the S grip.  

 

To progress this research now adds to the two other datasets that I have 

gathered during this PhD, the first (Chapter 3) qualitative and the second and 

third (Chapters 4 and 5) quantitative. My next step will be to see how these 

findings can inform designers and understand how these learnings can help 

develop conceptual user experience in smartphone interaction design. 
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Chapter 6: Investigating the  
re-design of applications 

Part of this chapter has been run as a workshop at UX Bristol 2017 and 

findings described in this chapter were published in the proceedings of ACM 

DIS 2018 

  

 

 

 

 

 

 

 

 

 

In this chapter I investigate how the observational research and empirical 

data gathered from the previous chapters could be used in the design of 

smartphone interactions. 

Research question for this chapter: 
How can we design interactive, handheld objects better for the user’s hand 

interaction? 
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6.0 Introduction  
With this study, I aim to question and validate the insights gained from the 

data acquired in Chapter 3 ‘type of interaction’ and Chapter 5 ‘body posture’, 

in order to understand how UX designers can use the research findings to 

concept new smartphone screen-based interactions for specific hand grips 

(Asymmetric with a thumb, Symmetric bimanual, Single-handed and 

Asymmetric with a finger) and body postures (Sitting at a table, standing and 

lying down). 

 

 
 

Table 6.1: Variables of study 4 design 
 

To facilitate the involvement of design professionals in this study, I submitted 

and had a workshop proposal accepted for a UX conference (UX Bristol, 
2017). Doing this gave me access to professional UX designers and their 

years of industrial experience. During the workshop I focused on re-

designing two specific types of applications. In particular, I focused on (1) 

The smartphone’s security and how the motion of the smartphone can 

enable fraudsters to predict PIN entry (Mehrnezhad et al., 2018) and (2) the 

scenario discussed in Chapter 3 - how participants use the smartphone to 

enter and send text messages.  

 
In this chapter I will first present the method which I used to translate the 

data gathered from the ‘type of interaction’ and ‘body posture’ studies into 

Size

Application
re-design

Body
postures

Grips 
defined by 
participantsTask

Body posture

Grip

Design 
workshops

Study 4Study 1
Type of 
interaction

Smartphone 
size

Study 2 Study 3

Body posture

Qualitative Quantitative

Interaction Type

Grip

Design 
workshops

Study 5
Type of 
interaction

Smartphone 
size Body posture

QualitativeQuantitative

User defined Study variable Not included in study
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materials suitable for the workshop. I will then discuss the decisions made 

during the process of selecting the two applications that I ask the workshop 

participants to design. I will then go on to discuss the workshop including the 

materials created, the process undertaken and ultimately provide an analysis 

of the produced design concepts. 

 

6.1 Experimental Design  
Once I had systematically analyzed and defined the movement patterns of 

smartphones in a number of different cases (type of interaction, smart phone 

size and body posture). I next wanted to see how I could validate the value of 

previously gathered empirical data by using that information to enable UX 

designers to create more compelling experiences. To this end, I designed 

and ran a design workshop that focused on specific application design, 

motivated by the grip and body posture data collected as shown in chapter 5, 

with the hope that workshop participants would find this real-world data 

compelling. 

 
This workshop focused on the re-design of two applications focused on the 

themes of “messaging” and “security”. The hope here is that the participants 

would use the gathered data presented to them to re-design the applications 

in a manner that takes these concerns into account. This application-focused 

design session took 55 mins and generated 22 design concepts. Analysis 

showed that the workshop had succeeded in generating a number of 

thought-provoking concepts using the empirical data. However, when I 

reviewed the concept designs, I had no ability to compare the body postures 

or grips in order to identify if there were any overarching interaction themes 

that were grip or body posture specific. 

 

6.2 Presenting the data 
I wanted to understand how UI designers might use the data that I gathered 

during the studies presented in Chapters 3 and 5 to create more compelling 

interactive experiences. Focusing on the data of Chapter 5 ‘body posture’, I 
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created 12 cards explaining the Alpha, Beta and Gamma rotational 

movements of the smartphone corresponding to the three body postures 

(Sitting at a table, standing and lying down) and four handgrips (Asymmetric 

with a thumb, Symmetric bimanual, Single-handed and Asymmetric with a 

finger).  

 
The 12 data cards presented: (1) color coding and labelling of the specified 

body postures (Figure 6.1a); (2) image of the specified grip (Figure 6.1b); (3) 

four visual examples of the movements made by the hand when interacting 

with the smartphone (Body posture colour is the first position of movement 

with the dark grey colour being the last position of movement) (Figure 6.1c); 

(4) data for the Alpha, Beta and Gamma corresponding to the eight tapping 

tasks (Figure 6.1f). 

 
An example drawn from these card sets is presented in Figure 6.2. This 

shows an informational card showing grip information relating to the standing 

body posture, including specific data for the single handed, symmetric 

bimanual, asymmetric bimanual with the thumb and a symmetric bimanual 

with a finger. For a full set of these cards see Appendix D.1. 

 

6.3 Re-designing an application 
As part of this research I applied and received acceptance for a workshop at 

UX Bristol 2017 (UX Bristol, 2017), a yearly one-day paid-to-attend 

conference for professional UX designers. This workshop focused on the re-

design of two applications (messaging and security) for multiple handgrips 

and body postures. The session was entitled ‘Rock ’n’ roll your phone’ and 

ran on 14th of July 2017. 

 
The “Messaging” application  
The messaging application is the traditional interface used in all smartphones 

to write text messages. I found it particularly interesting as previous research 

shows that users use a large variety of grips for texting (Chapter 3 & 4). I 
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was thus curious to understand how physical interaction could, through 

design changes, affect screen-based interaction.  

 
The “Security” application 
The security application is the traditional interface to enter a pin code. 

Mehrnezhad et al (Mehrnezhad et al., 2018) highlight through their research 

that a PIN code could be exposed with a tracking application running in the 

background recording the movements of a smartphone. I thus wonder how 

this could be re-designed so that the movement of the phone is less likely to 

reveal the pin input data. 

 

 

 

Figure 6.1: Example of the front and back of the data card 
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Figure 6.2: Detailed view of the data cards for the standing body posture 
 

 
6.3.2 Methodology  
My goal for this design session was to see how UX designers would create 

or re-design two standard smartphone applications (Messaging and 

Security). To do this I ran a 55-minute design session with professional UX 

designers. As joining the workshop was voluntary, I was unaware how many 

would attend until the workshop started. This required the materials to be 

created in such a way that they could be adapted to support any number of 

participants. 
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Material pack 
I prefilled eight envelopes containing the application to be redesigned 

(messaging or security), the body posture to use (sitting at the table, 

standing or lying down), and cards with the data gathered about the defined 

body posture (Figure 6.1) (taken from chapter 5). As I was unsure of 

participant numbers, I used a die to randomize the grip selection (Single-

handed, Symmetric bimanual, Asymmetric bimanual-finger or Asymmetric 

bimanual-thumb) to remove any unconscious bias in my selection (Figure 

6.3). 

 

 

Figure 6.3: Items given to the workshop teams 
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Envelopes 

So that I understood which application was in which envelope I assigned a 

pattern. The envelopes with stripes contained the messaging application, 

while the envelopes with dots contained the security application. Each table 

had one of each type of envelope and the two teams randomly selected one 

(Figure 6.3).  

 

Body posture and application cards 
To help focus the workshop participants, I created cards that informed the 

participants of a) which body posture they would be designing for, as defined 

in Chapter 5, and b) which of the two applications they would be re-designing 

(messaging or security). The eight cards were broken down so that two 

applications were placed on four cards each. The body postures were 

randomly selected to have two cards for sitting at a table and three cards 

each for standing and lying down (see Table 6.2). 

 
 Sitting at a table Standing Lying down 
Messaging 1 2 1 
Security 1 1 2 

 
Table 6.2: Variables of the workshops for body postures and application design. 

 

Grip selection 
For the participants to be able to randomly select the grip that they would be 

designing for, I created a card that showed the four grips and a number from 

one to four above those grips (Single-handed, Symmetric bimanual, 

Asymmetric bimanual-finger or Asymmetric bimanual-thumb). using a four-

sided die which matched the number of grips available. I asked the teams to 

roll the die and design for the resulting grip (Figure 6.3). 

 
Data cards 
I handed out the data cards to the participants of the workshop (Figure 6.2) 

that matched the body posture presented to them within their envelope. 
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6.3.3 Design session structure 
The design session lasted 55 minutes and had five stages; (1Explain to the 

participants that this workshop is part of a PhD project , provide a participant 

information sheet and opportunity to ask any questions, and then ask them to 

consent to ethics if they choose to continue; (2) Highlight previous research 

to the participants through practical tasks and presentation; (3) Set tasks by 

creating teams and set the team focus (Application, Body posture and Grip to 

be used); (4) Provide materials to allow the teams to sketch ideas and 

ultimately present those sketched ideas to the other workshop members.  

 
Step 1: ethical consenting (5 min) 
Once the conference attendees sat down in the workshop room to begin the 

session, the conference attendees were informed that this workshop was 

part of a PhD research project. An overview of what the study intended to 

accomplish was presented and they were given the option to sign the ethics 

form. All conference attendees completed the ethics form and joined the 

workshop as participants. 

 
Step 2: previous research and design concepts (10 mins) 
Once the workshop began, the participants were asked to perform a practical 

task with their smartphone, by simply going through the motion of typing a 

text message. The participants were then asked to stop and look at the grip 

they used. This initiated a discussion about the different types of grips used 

when interacting with the smartphone as defined by the ‘interaction type’ 

study (Chapter 3). I then presented a high-level overview of the quantitative 

data discovered in the ‘smartphone size’ and ‘body posture’ studies (Chapter 

4 & 5). To finish, I visually presented the overall smartphone movement data 

of lowest to highest for the four grips, body posture, rotational angle, 

smartphone sizes, the functional area available to the thumb (Bergstrom-
Lehtovirta and Oulasvirta, 2014) and how the placement of items change 

the smartphone’s movement (Figure 6.4).  
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Figure 6.4: Visual images presented of research in Chapter 2, 3 & 4 during the UX 
Bristol 2017 workshop to give an overview of the collected data 
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Next, I introduced the participants to four tangible application design 

concepts that used the movement of the smartphone in four different ways 

(reachability, movability, predictability and individuality). 

 

A: Reachability B: Movability 

  

Figure 6.5: Using the subconscious motion 
of the smartphone to move action items to 

locations easily reached by the hand 
(Chapter 3 & 4). 

Figure 6.6: Using the conscious motion of 
the smartphones to control an item on the 

screen (Yeo et al., 2017) 

 

 

C: Predictability D: Individuality 

  
 

Figure 6.7: Using the subconscious motion 
of the smartphone to predict which action 

items the user is trying to select (for single-
handed grip only) (Noor et al., 2014) 

 

Figure 6.8: Using the subconscious motion 
of the smartphone to update items on the 
smartphone so the context of use is also 

broadcast (Buschek, De Luca and Alt, 2015) 

 

Step 3: assigning factors and giving material pack (10 min) 
Once I had completed the presentation of previous academic research and 

relevant design concepts, I grouped the 20 participants into four tables and a 
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total of eight teams (two per table). Each table had two of the prefilled eight 

envelopes, one striped and one dotted. The two teams selected one at 

random (Figure 6.3). I then explained the contents of the envelopes and the 

participants were introduced to how to use the materials to start their 

exercise. 

 
Step 4: design and present new screen interactions (35 min) 
Each team was provided with A3 paper and pens and asked to sketch their 

ideas. The design stage ultimately concluded with each team presenting their 

ideas to the other workshop participants (see figure 6.9 for an example of 

these sketches). 

 

 

Figure 6.9: Example of outcomes from a team for the re-design application design 
session. 

 

6.3.4. Participants 
20 participants (11 Male and 8 Female) attending the UX conference chose 

to join the workshop. All participants were professional UX or UI designers 

with an interest in smartphone interaction (figure 6.10). 
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Figure 6.10: Participants at the UX Bristol 2017 workshop 
 

6.4 Findings 
The workshop resulted in a total of 21 concept sketches. This included 12 

sketches for the messaging scenario that resulted in six concepts and nine 

sketches for the security scenario that resulted in six concepts. I used affinity 

diagramming to categorization the sketches into seven different themes 

(three for “messages” and four for “security”).  

 
6.4.1 Messaging  
The three themes created from the concepts for the messaging scenario 

included; (1) Movement as a form of action (with two concepts); (2) Updating 

the UI to reduce movement (with two concepts) and (3) Accessibility (with 

two concepts). 

 
1: Movement as a form of action 
Two concepts used the smartphone’s movement in order to control items on 

the screen. The first looked at creating images to send via messaging and 

used the idea of moving a paint brush with the tilt of the device to permit the 

user to draw single-handed (figure 6.11). 
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Figure 6.11: Two sketches of drawing an image single-handed with the movement of 
the smartphone  

 

For the second concept, the workshop participants use the tilt of the 

smartphone to change the application mode or make additions to the 

message. e.g. tilting the smartphone to the left or right in order to change the 

keyboard content (figure 6.12). 

 

            

Figure 6.12: Three sketches that update the application using the tilt of the 
smartphone 

 

2: Updating the UI to reduce movement 
Two concepts updated the location of interactive action items to reduce the 

distance that the hand is required to reach. The first concept moved UI action 
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items on the screen so that they were within easy reach of the hand, 

therefore reducing movement (figure 6.13). 

 

 

Figure 6.13: Three sketches on how the UI could be updated to reduce movement 
 

The second concept for updating the UI added a  dynamic twist, in which 

interactive elements would revealed due to the movement of the 

smartphone, sliding within reach of the hand and thumb, in a manner 

dependent on the action item’s frequency of use (figure 6.14). 

 

  

Figure 6.14: Two sketches showing a dynamic element to how the UI could be 
updated depending on the hands reach 
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3: Accessibility 
One workshop team believed that the motion of the phone could help 

individuals who have accessibility issues. They created two concepts. The 

first concept used the tilt of the smartphones to control audio playback of the 

messages received (e.g., Tilt smartphone towards user to play the next 

message) (figure 6.15). 

 

Figure 6.15: Concept of tilting the smartphone so that the user can control the audio 
playback 

 

The second concept looked at how the movement of the smartphone could 

enhance UI elements, here enlarging an element on the screen so that the 

text is more visible (figure 6.16). 

 

Figure 6.16: A lens that enlarges the elements on the screen with its position 
controlled by the movement of the smartphone 
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6.4.2 Security 
The three themes created from the concepts for messaging included; (1) 

Randomization (with 2 concepts); (2) Functional area of the thumb (with 2 

concepts) and (3) Mechanical (with 2 concepts). 

 
1: Randomisation 
Two concepts randomized the number positions, in order to confuse the PIN 

tracking software. The first kept to the same button layout as is customarily 

used today. However, the numbers were randomized (Figure 6.17a). The 

second concept again randomizes the numbers. However, these are 

presented in a circular format (Figure 6.17b). Both of these concepts would 

slow the user down when entering the PIN. However, it would be impossible 

to guess the PIN code through the smartphone’s movement. 

 

 

Figure 6.17: Randomizing the numbers so that you cannot predict the PIN code being 
entered  

 

2: Functional area of the thumb 
For the functional area of the thumb (Bergstrom-Lehtovirta and 
Oulasvirta, 2014) the participants came up with two concepts. The first 
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placed the number keypad in a random order, but within the functional area 

of the thumb (Bergstrom-Lehtovirta and Oulasvirta, 2014). This concept 

would, due to the button placement, reduce the movement of the 

smartphone. Because of the randomization of the numbers, it would also 

make it impossible to guess the PIN code from the motion of the device 

(Figure 6.18).  

  

Figure 6.18: Concept where the numbers are randomized and placed within the 
functional area of the thumb  

 
The second concept had the security code transformed from numbers to 

symbols, using gestures to input their security code. Again, the input areas 

are within the functional area of the dominant hand’s thumb (Bergstrom-
Lehtovirta and Oulasvirta, 2014), reducing the movement of the 

smartphone (Figure 6.19).  

 

 

Figure 6.19: Concept where the numbers are randomized and placed within the 
functional area of the thumb  
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3: Mechanical 
Two slightly different concepts were developed based on analogy to a 

mechanical lock. The first allowed you to select a number by swiping left or 

right and then tapping to confirm that number (Figure 6.20a). The second 

concept allowed you to rotate the numbers as if it were a bike lock (Figure 

6.20b). 

 

  

Figure 6.20: Concept showing how you can enter a pin code as if you are interacting 
with a physical dial padlock  

 

6.5 Conclusion 
In this chapter I questioned how the research gathered in Chapters 3, 4 and 

5 can enable UI designers to create user interactions, based on an 

understanding of the movement that occurs during smartphone interaction. 

To do this I created a number of data cards (Figure 6.1 and 6.2) and 

presented further additional qualitative data to UI designers in a visual 

manner (Figure 6.4). I specifically narrowed the designs around two 

applications to understand what types of concepts the UI designers would 

develop and to ease analysis.  

 

6.5.1 Messaging application 
Looking at the concepts developed for the messaging application, the 

workshop participant designs went beyond the idea of using a keyboard to 

enter information. Firstly, a design proposed using the deliberate tilt of the 
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smartphone to manipulate a paint brush creating custom images to send as 

a message (Figure 6.11), an interaction concept similar to (Yeo et al., 2017). 
Secondly, a more aggressive form of using the smartphone tilt was 

conceptually used to add characteristics to the messages, alter the keyboard 

mode and add attachments (Figure 6.12). Thirdly, the functional area of the 

thumb (Bergstrom-Lehtovirta and Oulasvirta, 2014) and the hand’s 

reachability (Chapter 3 and 4) were used to re-design the placement of 

interactive elements on the smartphone screen (Figure 6.13 and 6.14). This 

permitted moving these interactive elements on the screen so that they were 

closer to the thumb’s range on the dominant hand. The placement of these 

interaction areas was proposed to be defined statistically or dynamically 

based on the tilt of the smartphone or the predictability as shown by (Noor et 
al., 2014). The final concepts considered accessibility, enabling those with 

limited vision to play back audio messages with a directional tilt (Figure 6.14) 

and using the screen and a deliberate tilting gesture to enlarge an interactive 

element both visually and in terms of the active area (figure 6.16). 

 

6.5.2 Security application 
Inspired by the research of (Mehrnezhad et al., 2018) who identified the 

security issues that simply entering a PIN code can have with the 

unconscious movement of the smartphone, I asked the workshop 

participants to create concepts that could reduce this identified security risk. 

The workshop participants did this, firstly, by randomizing the numbers 

(Figure 6.17) so that the movement of the smartphone could not be linked to 

a specific number, a concept that would cause a great deal of cognitive load 

on the user. The randomization concept additionally considered randomizing 

the area on the screen in which the buttons appeared, changing the 

movement of the smartphone each time. Secondly, as with messaging, the 

functional area of the thumb played a large part in the design concepts 

(Bergstrom-Lehtovirta and Oulasvirta, 2014), with concept Figure 6.18 not 

just using randomization for the number order but also placing these 

numbers within the reach of the thumb. The concept Figure 6.19 again used 

the same location, however, the team proposed that gestures would be used, 
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rather than randomizing the number keyboard. The final concept (Figure 

6.19) used the metaphor of a pad lock to hide the PIN code input, using 

either gesture or movement of the smartphone to select the required number.  

 

6.5.3 Body posture and grip use 
During the workshop, the participants were asked to note, alongside the 

concepts they were developing, the grips (shown in Figure 6.13 and Figure 

6.14) and body posture that they expected would be used. However, this was 

not communicated as a necessity and the groups did not do this activity. I 

discovered this limitation issue during the analysis phase when I questioned 

how the concepts related to the grips and body posture. Consequently, two 

sections for both 6.4.1 Messaging (Accessibility and Movement as a form of 

action) and 6.4.2 Security (Mechanical and Randomization) could not be fully 

analyzed.  

 

From visual analysis, I have interpreted that the workshop participants 

designed these concepts (Figure 6.13, Figure 6.14, Figure 6.18, Figure 6.16) 

for the single-handed grip. What these concepts have in common are that 

the UI elements are maneuvered or placed to be within the functional area of 

the thumb (Bergstrom-Lehtovirta and Oulasvirta, 2014). 

 

6.5.4 Next steps 
Although the workshop was a success in creating a number of conceptual 

interaction designs when considering the smartphone as a physical entity, 

there were a number of methodological issues that caused substantial 

problems in the analysis of the data in terms of grip or body posture used. 

The first, noticed during analysis, was the lack of a participant annotation 

stating the grip or body posture envisaged to be used, and secondly, noted 

during discussion after the workshop, the use of the four sided die to 

randomize the grips, with participants unsure of their use and instead picking 

their preferred grip. Alongside these notable issues, I believe that further 

investigation, is needed to understand if there was any overarching 



Chapter 6: Investigating the re-design of applications  
 

 134 

consistency in how the workshop participants created these concepts. This 

inspired a second round of workshops that focused specifically on the grip or 

body posture, allowing the workshop participants to select their own 

application and ways of interacting. This workshop is presented in (Chapter 

7). To counteract the first workshop’s methodological issues, I firstly created 

work sheets for this workshop that had the grip and body posture at the top 

to be circled (Figure 7.2) and structured the workshop so that the participants 

were presented with a grip or body posture and then systematically taken 

through each of the corresponding body postures or grips during the 

workshop. 
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Chapter 7: Understanding the 
design possibilities  

 

Findings described in this chapter were published in the proceedings of 

DIS 2018. 

 

 

 

 

 

 

 

 

In this chapter, I present the final study of this PhD research. The second 

round of design workshops follows on from the Chapter 6 workshop. This 

workshop focuses on specific grips or body posture allowing the participants 

to select the application to design.  

  

The research question for this chapter:  

How can we design interactive, handheld objects for the user’s hand 

interaction? 
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7.0 Introduction 
This final study questions UI design considerations specific to the individual 

grips and body postures that a user might adopt when using a device. Unlike 

the workshop in Chapter 6 that looked at how the research from Chapters 3, 

4 and 5 could be used to re-design specific smartphone applications, the two 

workshops in this chapter investigate if any design considerations emerge 

from the choice of grip or body posture used by the individual. The first 

workshop is focused on one of four grips (single-handed, symmetric 

bimanual, asymmetric bimanual with the thumb and asymmetric bimanual 

with a finger) as defined in Chapter 3 when used in three different body 

postures. The second workshop is focused on one of three body postures 

(Sitting at a table, standing and lying down) as defined in Chapter 5 when 

holding the smartphone in four different grips. 

 

 

 
 

Table 7.1: Variables of study 4 design 
 

By conducting these two workshops, I question if using a specific grip or 

body posture raises individual design requirements that can help inform 

professional UX designers. I approached this question by combining the 

sketches completed from both workshops (a total of 60 sketches). For 

example, as shown in Table 7.2, the two workshops produced a total of four 

Size

Application
re-design

Body
postures

Grips 
defined by 
participantsTask

Body posture

Grip

Design 
workshops

Study 4Study 1
Type of 
interaction

Smartphone 
size

Study 2 Study 3

Body posture

Qualitative Quantitative

Interaction Type

Grip

Design 
workshops

Study 5
Type of 
interaction

Smartphone 
size Body posture

QualitativeQuantitative

User defined Study variable Not included in study
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sketches for the single-handed grip and the standing body posture 

combination. Through this combination of the sketches drawn from the two 

prior workshops, I created five themes showcasing different UI smartphone 

interactions. These have been defined from the research in Chapters 3, 4 

and 5. 

 

7.1 Experimental Design  
After completing the workshop in Chapter 6, I understood that using the 

research findings from Chapters 3, 4 and 5 enabled the UI designers to think 

differently about smartphone application design. However, what the 

workshop in Chapter 6 did not provide is an understanding of how the grip 

types and body postures may individually influence smartphone UI design 

requirements. Therefore, I continued the research with two new workshops. 

In these, I asked participants firstly, in a ‘fixed grip’ workshop, to specifically 

focus on a handgrip and secondly, in a ‘fixed body posture’ workshop with 

the participants, to design specifically for one body posture.   

 

These workshops focused on the grip and body posture data (Table 5.3) and 

left open the output of the design sessions to the participants. The two 

separate design workshops, firstly, focus specifically on the four different 

grips (“Fixed Grip”), and the second focused on the three different body 

postures (“Fixed Posture”). The “Fixed Grip” design session asked 13 

participants to focus on one assigned hand grip (within the four shown in 

Figure 7.1), designing for three different body postures (Figure 7.1). In the 

second design session, “Fixed Posture”, nine participants focused on one of 

the body postures, designing for the four different hand grips. The body 

postures and grips were chosen based on previously gathered empirical 

data, on which participants of both design sessions (Fixed Grip & Fixed 

Posture) were thoroughly briefed (Chapter 5). 
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7.2 Methodology 
The goal of the two 60-minute design workshops was to validate the value of 

previously gathered empirical data by asking designers to use this data and 

develop new screen-based interaction design concepts. I asked participants 

to focus on one assigned hand grip and design for three different body 

postures (Figure 7.1a). In the second workshop, participants focused on one 

assigned body postures, designing for the four different hand grips (Figure 

7.1b). The postures and grips were chosen based on my previously gathered 

empirical data, on which participants of both workshops were thoroughly 

briefed (Chapter 3 and 5). I split the workshops into two, avoiding presenting 

too many conditions to the participants and reducing the overall workshop 

duration. Ethics for these workshops were applied for and granted through 

the university ethics board. 

 

 

Figure 7.1: A) Showing the four individual handgrips assigned to one of four teams 
(From chapter 3) and the body postures they designed for. B) Showing the three 

individual body postures assigned to one of three teams (drawn from chapter 5) and 
the hand grips they designed for. 

 

7.2.1 Material pack  
Each team of participants were given a material pack described below. 

 



Chapter 7: Understanding the design possibilities  

 139 

Prototype material  
To enable the participants to consistently communicate their interaction 

concepts, I supplied them with (1) A physical model of the iPhone 6 (Height 

138.1mm x Width 67mm x Depth 6.9mm) constructed out of foam board with 

the target locations used previously printed on a transparent cover; (2) 

Printed A4 sheets with four smartphone templates for sketching screen 

concepts, annotating the concepts and indicating body posture and grip that 

the participants were designing for; (3) number cards used for team splitting 

(described further); (4) a pen (Figure 7.2); 

 

Data cards 
Using the data gathered from Chapters 3, 4 and 5, I created two types of 

data cards. The first showed the rotational movement and have been 

previously presented in Figure 6.2 and explained in 6.2. Presenting the data 

(to view a full set of these cards, please see Appendix C.1). The second 

totalled seven cards (four handgrips and three-body postures) presenting the 

overall movement data for a specific body posture or handgrip (figure 7.3). 

 

Overall movement 

The overall movement showed statistical data comparing the body 

postures/handgrips (Figure 7.3 and Appendix D.1). Quantitatively, this 

highlighted which of the “body postures” or “hand grips” had the most 

movement. This also identified the direction of the movement in terms of 

Alpha, Beta and Gamma and the qualitative data showing the feeling of grip 

security, the comfort of grip and the preferred body posture or handgrip. 
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Figure 7.2: Prototyping material given to each team. 
 

In summary, I gave each team a total of four or five cards depending on the 

workshop type: three body posture cards plus the overall data cards in the 

“fixed grip”; four hands grip cards plus the overall data card in the “fixed 

posture” workshop. 
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Figure 7.3: Example of the overall movement for teams assigned “Single-handed” grip 
and “Standing” body posture. 
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7.2.2 Participants 
22 participants studying product design at the same university with mixed 

levels of education attended one of two, 60 min, design workshops.  

 

Fixed Grip workshop: 13 participants (12 male and one female) including 

five masters’ students, four third year and four second year product design 

students. 

 

Fixed Posture workshop: Nine participants (six male and three female) 

including four master’s students, three third year and two second year 

product design students. 

 

 

Fig 7.4: Participants attending the workshop discussing designs ideas within their 
teams. 

 

7.2.3 Workshops structure 
Each workshop lasted for 60 minutes and was broken up into five steps:  
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Step 1: organizing the participants (5 min) 
Participants were organized into teams. This was done by asking the 

participants of each academic year to randomly pick a card with a number 

between one and four printed on it for the "fixed grip" and one and three for 

the "fixed posture" workshop (Figure 7.2). The numbers corresponded to 

each participant's team, ensuring that each team contained a mixture of 

academic levels. 

 

Step 2: informing participants of previous research 

(15 min) 
Participants were asked about their average daily smartphone usage and the 

types of applications used on an average day. The discussion then 

transitioned to locations where the smartphones were used, culminating in 

conversations centred on the body postures participants adopted for various 

applications or contexts. Additionally, I asked participants to list the top three 

applications they used on a standard day, with the discussion serving the 

additional purpose of bonding and relaxing the group. Next, I asked each 

participant to imagine writing a text message on their phone. They were then 

asked what type of grips they used. This exercise was conducted to facilitate 

a discussion with all participants about different grip types (Figure 7.1B). At 

this point, the teams were informed about the researchers’ previously 

gathered metrics on smartphone body postures and grip types and told that 

they would be given this data to work from in the form of a ‘material pack’. 

 

Step 3: assigning factors and giving a material pack 

(10 min) 
Each team was handed a material pack that defined the grip/body posture 

that they would design for. The ‘fixed grip’ workshop participants had three 

body posture variables to design for: Standing, Sitting at a table and Lying 

down. The ‘fixed posture’ workshop participants had four grip variables to 

design for: Single-handed, Asymmetric bimanual with a finger, Asymmetric 
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bimanual with a thumb, Symmetric bimanual. 

 

Step 4: designing new UIs (45 min) 
Each team was asked to design an existing application chosen from the top 

three applications listed in Stage 2. Next, they were asked to create new 

screen interaction concepts for the application they selected using the material 

pack's data. Finally, they were asked to sketch the interaction design and circle 

the body posture and grip they were designing for at the top of their sheet (See 

top of Figure 7.5). Participants were encouraged to assume the body posture 

and, if possible, use the selected application on their smartphone to inform 

their design process. 

 

Step 5: presenting new UIs (15 min) 
When the team finished their designs, they presented their interaction design 

concepts to the rest of the design workshop participants.  

 

 

Fig 7.5: Example of outcomes from a team for the Grip “Symmetric bimanual” and the 
Body posture “Standing”. 
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7.3 Findings 
I describe and analyze the results of the two workshops, but first, I explained 

how I analyzed the sketches made by the participants. I then analyze the 

results by theme, body posture and hand grips. 

 

7.3.1 Analysis of sketches 
Of the 63 individual sketches produced, three were discarded as being out of 

scope: Two sketches were discarded as they presented the scrolling of a 

smartphone in landscape mode. As argued in Chapter 3 (3.3.2 Reach 

movements), this was out of scope for this research. In addition, one sketch 

used eye-tracking to select action items, which was also considered out of 

scope for this research as I focused on the findings of Chapter 3, the tilt and 

rotation of the smartphone. 

 

As shown in Table 7.2, the 60 sketches produced by the participants 

provided a mean of five sketches per grip/body posture (Appendix D.2 and 

D.3). With grip AT and body posture sitting at a table having the least (two 

sketches) and grip S and body posture lying down having the most (eight 

sketches). Next, the 60 individual sketches were coded on interaction 

methods and then categorized into groups following the affinity diagraming 

method (Huang., 2015), resulting in five themes that ranged from placement 

of action items to using the phone’s movement to change the current app. 

During the categorization process, I also looked at how variation in grips or 

postures affected the designs and any trends and then solidified the 

concepts and created visuals for them. 
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 Standing Sitting at table Lying down 

Single handed 4 5 8 

Asymmetric 
bimanual with 
thumb 

4 2 5 

Asymmetric 
bimanual with 
finger 

6 5 5 

Symmetric 
bimanual 

6 6 4 

 
Table 7.2: Overall sketches broken down into grips and body postures. 

 

7.3.2 Results by themes 
Six of the seven teams selected the Facebook newsfeed application, and 

one chose Instagram. Five themes emerged: (1) the placement of buttons on 

the screens; (2) using the passive movement of the smartphone; (3) using 

the deliberate movement of the smartphone; (4) layout of information on the 

screen and (5) areas of the screen having specific types of integration. I now 

explain these in more detail. 

 

Theme 1: Placement of buttons on the screen 
Of 18 initial sketches, three key concepts were formed around the action 

items being repositioned on the screen to improve reachability. For example, 

in Figure 7.6, I can see that all of the main action items have been removed 

from the top bar of the screen and have been placed to fit within the 

functional area of the thumb (Bergstrom-Lehtovirta and Oulasvirta, 2014). 

These concepts differed only in the location of the action items (Bottom 

right/left area of the screen, down the side of the screen and central area of 

the screen).   

 

By analysing the grips and body postures in which the participants created 

the sketches for this theme (Table 7.3), I noticed that there was a higher 

percentage of sketches for Standing (10 sketches) than Lying down (seven 
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sketches) and finally Sitting at a table (three sketches). For the grips, I found 

that AF and AT had the most (seven Sketches) with B next (three sketches) 

and finally S (two sketches).   

 

It is worth noting that grip B only had sketches for the UI concept with action 

items on the side of the screen (Figure 7.6b & 7.6c) and only for body 

postures Standing and Lying down. Grip S only had sketches for the UI 

concept with the action items at the bottom (Figure 7.6a) and body postures 

Sitting at a table and Lying down. For Grip AF, five out of the seven sketches 

occurred for the body posture Standing, with one each for Sitting at a table 

and lying down. Most sketches occurred for UI concepts that included 

moving action items to the bottom right of the screen (Figure 7.6a).   

 

 Standing Sitting at table Lying down 

Single handed 4 5 8 

Asymmetric 
bimanual with 
thumb 

4 2 5 

Asymmetric 
bimanual with 
finger 

6 5 5 

Symmetric 
bimanual 

6 6 4 

 
Table 7.3: Showing how the 19 sketches for Theme 1 mapped between grips and body 

postures. 
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Figure 7.6: Changing the placement of buttons on the screen to improve accessibility 
for right-handed users (a) Bottom right (b) Right side and (c) Middle. 

 

Theme 2: Passive movement of the smartphone 
Eight sketches centred on two key concepts formed around the passive 

movement of the phone, similarly to TiltSlide by Chang et al. (Chang 2005). 

The first group had the action items moving around the screen to relocate to a 

more reachable area, while the second enlarged the action items, so they were 

easier to tap. 

 

 Standing Sitting at table Lying down 

Single handed  2  

Asymmetric 
bimanual with 
thumb 

1 1  

Asymmetric 
bimanual with 
finger 

 3 1 

Symmetric 
bimanual 

1   

 
Table 7.4: Showing how the nine sketches for Theme 2 mapped between grips and 

body postures 
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For example, in Figure 7.7a, as the user tilts the phone up in order for their 

thumb or finger to reach the top action items, the action items will transition 

to the bottom of the screen for easier reach. For Figure 7.7b, the same tilting 

action occurs. However, in this case, the action item’s visual representation 

and touch area expand, making it easier for the user to complete their 

intended task.  

 

Looking at the grips and body postures of the sketches (Table 7.4), I found 

that the body posture Sitting at a table was the most popular (six sketches), 

followed by Standing (two sketches) and finally Lying down (one sketch). AF 

was the most popular grip (four sketches). Grip S only accounted for one 

moving action item concept for the body posture, sitting at a table while 

sketches for grips AF and B showed UI concepts involving expanding action 

items with a mixture of body postures.   

 

   

Figure 7.7: Concepts for passive movement updating the UI 
 

Theme 3: Deliberate movement of the smartphone 
13 sketches focused on three key concepts enabled via the smartphone’s 

inbuilt sensors. The first aspired to use the physical casing to identify the 

user’s grip or position of the hand and update the screen layout accordingly, 
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which is a similar concept to that presented by Wimmer et al. (Wimmer and 

Boring, 2009). The second conceived of a screen-based sensor that traced 

the thumb’s location and located the action items next to it, similar to 

previous research undertaken by Hinckley et al. (Hinckley et al., 2016). 

Finally, the third set of concepts used the smartphone as a physical gesture 

device so that deliberate manipulation of the phone would update the 

functionalities of an application or switch the application itself.  

 

Figure 7.8a illustrates a concept whereby when a user picks up the 

smartphone, and the action items appear automatically within reach of their 

hand, no matter how or where they are gripping the phone. The concept in 

Figure 7.8b moves action items close to the thumb’s contact point based on 

its proximity to the screen. Finally, in Figure 7.8c, I see a concept with the user 

flicking the smartphone to reveal the action items via a pop-up box.  

 

Body posture Lying down accounted for most sketches (6), with Sitting next 

(4) and Standing (2). Next, all grips were included, with B and S having the 

most sketches (4), followed by AF (three sketches) and finally AT (two 

sketches).   

 

 Standing Sitting at table Lying down 

Single handed 2 1 1 

Asymmetric 
bimanual with 
thumb 

  2 

Asymmetric 
bimanual with 
finger 

 1 2 

Symmetric 
bimanual 

 3 1 

 

Table 7.5: Showing how the 13 sketches for Theme 3 mapped between grips and body 
postures. 
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Grip B only had the concept types shown in Figure 7.8b and for body 

postures Sitting at a table and Lying down. Grip AT concepts focused on the 

concept types shown in Figure 7.8a and the body posture Lying down. Grip 

AF concepts were split, with one sketch of the Figure 7.8a type (body 

posture Lying down) and two sketches of the Figure 7.8c type (body postures 

Sitting at a table and Lying down). 

 

   

Figure 7.8: Concepts for physical sensors (a) Action items move position depending 
on the grip (b) Action items position dependent on the location of the thumb (c) 

Deliberately tilting the smartphone brings the action items on the screen 
 

Theme 4: Layout of information on the screen 
Based on the screen layout, the eight concepts produced in Theme 4 can be 

grouped into three key concepts. The first uses the phone's internal sensors 

to tilt screen content according to the angle at which it is being held. The 

second uses the motions of the phone to present content in the form of a 3D 

scroll. Finally, in the third concept group, the user taps to trigger a 3D 

horizontal tilt to scroll interaction.  

 

Figure 7.9a illustrates a UI screen designed for users viewing Facebook via a 

smartphone while lying down. Instead of the phone transitioning directly from 

portrait to landscape as currently occurs, this UI has the screen tilt to match 

Yesterday at 09:28

I’m always interested in learning something new.

Katherine Johnson
.

Like Comment

What s̓ on your mind?

Live Photo Check In

Yesterday at 09:28

Like Comment

4 comments16

We can only see a short distance ahead, but we can 
see plenty there that needs to be done.

Alan Turing
.

Yesterday at 09:30

Hey look there is a lego version of me…

Margaret Hamilton
.

Sketch 9:41 100%

Yesterday at 09:28

I’m always interested in learning something new.

Katherine Johnson
.

Like Comment

What s̓ on your mind?

Live Photo Check In

Yesterday at 09:28

Like Comment

4 comments16

We can only see a short distance ahead, but we can 
see plenty there that needs to be done.

Alan Turing
.

Yesterday at 09:30

Hey look there is a lego version of me…

Margaret Hamilton
.

Sketch 9:41 100%



Chapter 7: Understanding the design possibilities  
 

 152 

the angle at which the user is gripping the smartphone. In Figure 7.9b, a 3D 

transition occurs when the user tilts the smartphone horizontally, left or right, 

to change the applications mode or move on to the next application. The 

third design matched the work done by Oakley and O'Modhrain (Oakley and 

O'Modhrain 2005), presenting a rotary card layout that was interacted 

through tilting the smartphone to scroll content on the screen. However, this 

tilt to scroll interaction had interaction issues with centrally placed cards and 

the production of extra movement that occurs when the user reaches to 

interact with content on the screen (Oakley and O'Modhrain 2005). 

 

 Standing Sitting at table Lying down 

Single handed 1  3 

Asymmetric 
bimanual with 
thumb 

   

Asymmetric 
bimanual with 
finger 

1  1 

Symmetric 
bimanual 

1  1 

Table 7.6: Showing how the 8 sketches for Theme 4 mapped between grips and body 
postures. 

 

By analysing the grips and body postures, I see that only Lying down (five 

sketches) and Standing (three sketches) provoked concepts. The grip that 

triggered the most ideas was S (four sketches), followed by AF and B (two 

sketches). Neither the AT grip nor the Sitting at a table body posture provoked 

any concepts.   

 

The UI concept shown in Figure 7.9a utilises only the S grip and incorporates 

the body postures Standing and Lying down. Figure 7.9c illustrates the only 

concept that integrated the AF grip sketches, highlighting scrolling by tilting the 

smartphone. 
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Figure 7.9: Concepts for physical sensors (a) Tilting the content of the screen to its in 
line with the user’s physical position (b) Using the physical gestures to via a 3D effect 

switch to another application.  
 
 

Theme 5: Areas of screen with specific types of 
integration 
 
The 11 sketches in Theme 5 can be categorized as two UI approach types. 

The first uses a given screen area either as a trackpad (Figure 7.10a) or as a 

more sensitive display area, allowing the user to scroll quicker (Figure 

7.10b). The second splits the screen in half, allowing the separate content for 

each half of the screen to be scrolled independently (Figure 7.10c).   

 Standing Sitting at table Lying down 

Single handed 1  3 

Asymmetric 
bimanual with 
thumb 

   

Asymmetric 
bimanual with 
finger 

1  1 

Symmetric 
bimanual 

1  1 

 

Table 7.7: Showing how the 11 sketches for Theme 5 mapped between grips and body 
postures. 
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In Figure 7.10a, I see the user utilising the bottom part of the screen as a 

touchpad to control a pointer (red circle) to select the required action items. 

This concept is similar to the ForceRay project by Corsten et al. (Corsten et 

al. 2019). Figure 7.10b illustrates a concept where the part of the screen 

within the functional area of the thumb for a right-hand user is made more 

sensitive. Scrolling in this area speeds up the standard scroll to view the 

Facebook feed or photos quicker. The third UI concept splits the screen into 

two halves allowing the user to scroll each independently of the other (Figure 

7.10c).  

  

The body postures Sitting at a table and Lying down produced the most 

concepts (4) while Standing accounted for three concept sketches. Only grip 

S (5 sketches) and B (6 sketches) provoked concepts.   

  

The concepts displayed in Figures 7.10a and 7.10b worked for grip S and all 

body postures. The concept illustrated in Figure 7.10c is intended 

predominantly for grip B, although one concept used grip S and the Lying 

down body posture. 

 

   

Figure 7.10: Concepts for physical sensors (a) A trackpad-controlled icon shows the 
selection location (b) Area on the screen shows a more sensitive area for scrolling (c) 

Split screen content allows for each side of the screen to scroll. 
 



Chapter 7: Understanding the design possibilities  

 155 

7.3.3 Results by grips and body postures 
I analysed the workshop results to identify any key characteristics for 

individual grips and body postures and made a series of findings: 

 

Grips 

Symmetric bimanual 

The concepts focused around grip B incorporate four themes. Examples can 

be seen illustrated in Figures 7.6b, 7.6c, 7.7b, 7.8b and 7.10c. Two key 

characteristics are true for most of these concepts:  

• Action items down both sides of the screen can be used with the 

corresponding thumb (Figures 7.6c and 7.10c).  

• Generic interaction methods allow either thumb to activate the action 

items (Figures 7.7b and 7.8b).  

The odd concept out is Figure 7.6b which has the action items down the side 

of the screen so it can be accessed via the user’s dominant hand rather than 

both hands at the same time. 

 

Single handed 

The concepts related to grip S are Figures 7.6a, 7.7a, 7.9a, 7.10a and 7.10b, 

which incorporate four themes. These figures show three key sets of 

characteristics:  

• Action items sit within range of the functional thumb and are either 

placed at or controlled from the bottom of the screen (Figures 7.6a, 

7.7a, 7.10a).  

• Action items are placed on the dominant hand side of the screen and 

within the functional arc of the thumb (Figure 7.10b).  

• They were designed for single-handed use, utilising the smartphone’s 

in-built sensors to adjust how information is viewed (Figure 7.9a). 
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Asymmetric bimanual with thumb 

The concept sketches associated with grip AT focused on three themes, and 

are illustrated in Figures 7.6a, 7.6c, 7.7a, 7.7b and 7.8a. These concepts 

have two key characteristics: 

• Action items are placed or are designed to appear near the lower end 

of the screen within the functional area of the thumb for the dominant 

hand (Figure 7.6a, 7.6c, 7.7a and 7.8a). 

• Action items interactively enlarge to improve reachability (Figure 

7.7b). 

 

Asymmetric bimanual with finger 

Grip AF concepts cover four themes seen in Figures 7.6a, 7.7b, 7.8a, 7.8c 

and 7.9c. There are two key characteristics: 

• Action items are revealed or maneuvered depending on the activities 

or physical placement of the non-dominant hand (Figures 7.7b, 7.8a, 

7.8c and 7.9c). 

• Action items appear in the bottom corner of the screen (Figure 7.6a). 

 

Body posture 

Standing 

The Standing body posture is included in all 5 themes and concepts can be 

seen in Figures 7.6a, 7.6c, 7.7a, 7.8b, 7.9c, 7.10b, 7.10c. These figures have 

three key characteristics: 

• Action items that are positioned in or which transition to be within the 

functional area of the thumb (Figures 7.6a, 7.7a, 7.8b and 7.10b). 

• Action items that are positioned on either or both side(s) of the screen 

(Figures 7.6c and 7.10c). 

• The ability to interact with the smartphone’s scrolling functions using 

its in-built sensors (Figure 7.9c). 



Chapter 7: Understanding the design possibilities  

 157 

 

Sitting at a table 

Sitting at a table is included in four themes with illustrations which can be 

found in Figures 7.6a, 7.6b, 7.7a, 7.7b, 7.8c, 7.10a and 7.10c. There are 4 

key characteristics: 

• Action items are positioned or actively transition to be within the 

functional area of the thumb (Figures 7.6a, 7.7a and 7.10a). 

• The movement of the smartphone is used to update the content of the 

screen either passively or through deliberate user input (Figures 7.7b 

and 7.8c). 

• Action items are positioned on the dominant hand side of the screen 

(Figure 7.6b). 

• Content is split vertically down the middle of the screen, allowing 

either side to be separately activated (Figure 7.10c). 

 

Lying down 

The Lying down body posture is included in all 5 themes and concepts can be 

seen in Figures 7.6a, 7.6c, 7.7b, 7.8a, 7.9a, 7.9c, 7.10a, 7.10b and 7.10c. 

There are three key characteristics: 

• Action items are within the range of the functional thumb and are either 

placed, transitioned or controlled from the bottom of the screen (Figures 

7.6a, 7.10a and 7.10b). 

• The phone’s in-built sensors are used to update the controls so they 

either reachable, within the functional area of the thumb or can control 

the viewing of information (Figures 7.7b, 7.8a, 7.9a and 7.9c). 

• Action items that are positioned on either side of the screen or both 

(Figures 7.6c and 7.10c). 
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7.4 Conclusion 
As with Chapter 6, these two design workshops used the findings from 

Chapter 3 and Chapter 5 to investigate how UI designers could design for 

smartphone interaction with a focus on the physicality of the hand 

smartphone interaction. However, unlike Chapter 6, where the participants 

focused on a predefined application, these participants were given either a 

predefined grip or body posture. The structure of the design workshop 

allowed for the results of the workshops to be combined so that analysis can 

be completed to question what differences there might be which are 

dependent on body posture or hand grip.  

 

We discovered through the sketches created that the participants believed 

that placing the interactive elements within the functional area of the thumb 

(Bergstrom-Lehtovirta and Oulasvirta, 2014) is key to reducing the 

movement of the smartphone. The participants used this in the design of the 

concepts for Theme 1 (Figure 7.6) and Theme 5 (Figure 7.10). The use of 

the functional area of the thumb can also be seen in Theme 3 (Figure 7.8), 

however with the added functionality similar to the work by Wimmer et al. 

(Wimmer and Boring, 2009) and Hinckley et al. (Hinckley et al., 2016) of 

the smartphone predicting the participant's grip.   

 

In the next chapter (Chapter 8: Discussion and conclusion), I examined 

further how these themes, in relation to the grips and body postures, have 

defined design possibilities of smartphone interactions. Finally, I show in 

Figures 8.1 and 8.2 areas where UI action items should be placed when 

designing smartphone interaction for different grips and body postures.   
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Chapter 8: Discussion and 
conclusion 
 
 

 

 

 

 

 

 

In this concluding chapter, I will draw together the overarching work that has 

formed this PhD research. Which began with understanding the 'Type of 

interaction' those participants use (Chapter 3) by identifying the grips and 

movements used to interact with smartphones and how the 'size of the 

smartphone' (Chapter 4) alters the movement for each grip and participants 

perception of their interaction. I then investigated how the participant's body 

posture (Chapter 5) again affects the movements for each grip and the 

participants' perception of security and comfort. Finally, using these findings, I 

ran design workshops; that first focused on redesigning an application 

(Chapter 6), and second looked specifically at the data collected for grips and 

body postures (Chapter 7). 
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8.0 Introduction 
In this PhD research, I have presented a systematic investigation into how the 

hand interacts with handheld technology such as the smartphone. Chapters 3 

to 5 present three studies. The first questioned how the hand interacts with 

three different interaction types (touchscreen, stylus and button base). 

Secondly, I investigated Napier’s (Napier 1993) claims about hand interaction 

and device size by studying the effects on the movement of four differently 

sized smartphones (iPhone 4, 5, 6 and 6 +). Thirdly, I looked at how three 

different body postures inspired by Bachynskyi (Bachynskyi et al. 2015) 
might act as external factors in the interaction between the hand and the 

smartphone. 

 

 

Table 8.1. Layout of approach 
 

I discovered whilst researching Chapters 3 to 5 that the ‘type of interaction’ 

(Chapter 3) affects how the hand interacts with the smartphone. With the hand 

using four different grips to interact with the iPhone 4, I discovered that the 

‘size of the smartphone’ (Chapter 4) affects the hand smartphone interaction, 

with the larger smartphones requiring the hand to manipulate the devices 

further so that UI activity items are within reach. For ‘body posture’ (Chapter 

5) not only affects the motion of the smartphone but also the confidence 

participants report in gripping and interacting with the smartphone. 

Size

Application
re-design

Body
postures

Grips 
defined by 
participantsTask

Body posture

Grip

Design 
workshops

Study 4Study 1
Type of 
interaction

Smartphone 
size

Study 2 Study 3

Body posture

Qualitative Quantitative

Interaction Type

Grip

Design 
workshops

Study 5
Type of 
interaction

Smartphone 
size Body posture

QualitativeQuantitative

User defined Study variable Not included in study
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In Chapters 6 to 7, I used the findings to run two types of design workshops. 

The first focused on the ‘re-design of the application’ (Chapter 6), and the 

second focused on the data allowing the workshop participants to decide what 

they would do with it (Chapter 7). 

8.1 Reviewing the research questions  
I now look to the initial research questions posed in the research introduction 

(Chapter 1). In doing so, I can discuss the responses that I have gained 

during this body of research. 

 
1) How does the design of handheld interactive devices affect hand 

interaction? 

As discovered in Chapters 3 and 4, the physical smartphone's design does 

influence the way the hand interacts. For example, chapter 3 identified that 

different grips were used for the three smartphone interaction types. In 

Chapter 4, I discovered that the physical size of the smartphone affects the 

amount of reach that the participant needs and therefore affects the 

smartphone's movement. 

 
2) Do the interaction methods change the way participants use their 

hands to interact? 

In Chapter 3, I compared three different interaction types (touchscreen, 

button-based and stylus) when completing a task (sending a text message). 

The interaction method did affect the handgrip used by the participants. For 

the touchscreen, four grips were used (S, AF, AT and B); for the button-

based device, three grips were used (S, AF and B), and the stylus-based had 

just one grip used (AS). 

 
3) Does the size of the handheld interactive object change the way the 

hand interacts? 

Chapter 4 looked at the movement of four different sized smartphones 

(iPhone 4, 5, 6, and 6 +) with four different grips (Chapter 3). The size of the 

smartphone does affect hand interaction. The smaller smartphones (iPhone 
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4 and 5) require that the hand reach a shorter distance and produce less 

movement. The larger smartphones (iPhone 6 and 6 +) require a large reach 

to interact with UI elements at the top corners of the touchscreen. 

 
4) Does the participant's body posture affect the way the hand 

interacts with the handheld interactive device? 

Chapter 5 investigated how a smartphone was interacted with using four 

grips (Chapter 3) in three body postures (sitting at a table, lying down and 

standing). The body posture did affect the smartphone's movement, with the 

body posture lying down being the least preferred and having the most 

movement for all four grips. In contrast, the body posture standing had the 

least movement. 

 
5) How can we design interactive, handheld objects better for the 

user's hand interaction? 

In Chapters 6 and 7, I ran design workshops that first asked the participants 

to re-design an application and, secondly, design concepts focused on the 

grips (Chapter 3) and body posture (Chapter 5). These workshops produced 

concepts that changed the location of action items or used a flick or tilt of the 

smartphone to change UI elements and modes. 

 

8.2 Reviewing the contribution 
8.2.1 Type of interaction  
The first study (Chapter 3) was inspired by Napier (Napier 1993) and his 

understanding of how the hand dynamically adapts to objects depending on 

the context of use. I investigated the hand interacted of three different 

interaction styles (Touch screen, Stylus and Button based) and found five 

different hand grips used to interact with all three smartphones (figure 3.10). 

The stylus interaction used one grip, with the non-dominant hand grasping the 

smartphone and the dominant hand using the stylus (figure 3.13). The button-

based interaction used three grips, B, AT and S (figure 3.12), and the 

smartphone interaction used four grips, B, At, S and AF (figure 3.11).  
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Using video analysis (please see Chapter 3.2), I identified five types of grips 

(B shown in Figure 3.14, AT shown in figure 3.15, S shown in figure 3.16, AF 

shown in figure 3.17, and asymmetrical with a stylus shown in Figure 3.18) for 

the three types of interaction methods. Additionally, I identified the hand 

moving the smartphone to reach the action items. It is this movement of the 

smartphone that I investigated further in Chapters 4 and 5.  

 

Chapter 3 demonstrated that the hand adapts fluidly to the device type and its 

context of use, such as menu selection or typing on the keyboard through a 

combination of grips and movements. The next stage of this research was to 

gather empirical evidence through the device’s inbuilt sensors. 

8.2.2 Smartphone size  
As shown in Chapter 4, I progressed the research findings from Chapter 3, 

type of interaction, to investigate how size altered the smartphone's movement 

with the four defined grips (AF, AT, S and B). Focusing on the touchscreen 

smartphone as this had the greatest number of grips. I selected four 

smartphones from the same manufacture (iPhone 4, 5, 6 and 6 +) and created 

an application that defined targets and captured the smartphone's movement 

during this interaction (Chapter 4.4).  

  

I discovered that the grip with the most movement was S and the least AF. 

Statistically, the two smaller smartphones (iPhone 4 and 5) had less movement 

than the larger ones (iPhone 6 and 6+). For the targets within the functional 

area of the thumb and with smaller distances, 6 and 8 had the least movement, 

with the non-functional area and largest movement having the most 

movement. The participants perceived both the AF and S grips as the most 

comfortable for the iPhone 4 and 5. However, the S grip had mixed feedback, 

being considered less secure for the iPhone 5, 6 and 6 + and less comfortable 

for the iPhone 6 +. I belied this was due to the fact that the smaller phones 

allowed the participant to reach targets using the grip S comfortably. To 
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understand how designers could use these results, I created a number of 

concepts using insights from the data Chapter 4.12 Design insights. 

 

8.2.3 Body posture  
Chapter 5 furthered the research from Chapters 3 and 4, type of interaction 

and smartphone size, by investigating the four grips and three body postures. 

Inspired by the research of Bachynskyi (Bachynskyi et al. 2015), I understood 

that body postures affected muscle usage and could affect hand smartphone 

interaction. I questioned how smartphone movement with the four grips (AF, 

AT, S and B) defined in Chapter 3 could change due to the three symmetrical 

body postures (Standing, Sitting at a table and Lying down). The first body 

posture matched the data gathering in Chapters 3 and 4, sitting at a table. The 

second and third were selected due to body support and muscle usage; they 

are lying down on the back and standing. 

 

I found that the body posture and grip with the most movement were S and 

lying down, matched the participants’ ratings as S and lying down were defined 

as the least secure, comfortable and popular grip/body combination. The body 

posture and grip with the least movement was AF and standing, and this 

grip/body combination was rated as the most comfortable and popular. 

However, the participants rated the most secure grip/body combination as B 

and standing. As with the findings for chapter 4, the targets within the non-

functional area of the thumb (Bergstrom-Lehtovirta and Oulasvirta 2014) 
produced the most movement (Figure 5.3).  

 

From this data, I created a number of design aids in figure 6.2 (Appendix D.1), 

figure 6.4 and figure 7.3 (Appendix D.1) that visually highlighted the grip, body 

posture, participant preferences, and smartphone movement. The next stage 

of this research was to use these design aids to run several design workshops, 

as shown in chapter 6 and 7. 
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8.2.4 Design workshops  
To understand how I could use the research findings from Chapters 3, 4, and 

5, I conducted two types of design workshops that investigated how designers 

could first re-design an application and, secondly, design from the data 

gathered about smartphone interaction. Both workshop types used the 

findings from the grips in Chapter 3 and the body posture study in Chapter 5. 

 
The re-design of applications  

The participants focused on two research areas for the concepts created 

during the application re-design (Chapter 6). The first is using the identified 

smartphone movements, and the second is placing the UI components closer 

to the functional area of the thumb to reduce the smartphone movement.  

 

Three of the themes (2x messaging and 1x security) used the smartphone’s 

movement as a way to interact. Figures 6.11 and 6.16 use the deliberate act 

of tilt and rotation to move objects around the screen, whereas Figures 6.12 

and 6.15 use short sharp gestural movements to act as a mode selector. The 

security concept (Figure 6.16) uses the smartphone’s deliberate movement to 

alter the UI so that the data collected cannot be tracked. Two themes (1x 

messaging and 1x security) moved UI elements close to the functional area of 

the thumb so that the smartphone's motion was reduced, as with these 

research findings in Chapters 4 and 5. In addition, the concepts Figures 6.13, 

6.14, 6.18 and 6.19 moved the navigational and menu items within the thumbs 

range.  

 

Due to the limitation of the concepts from this workshop, I could not compare 

the body postures or grips to identify if there were any overreaching interaction 

themes. Therefore, I decided to run a second round of workshops (Chapter 7) 

that focused on the data collected in Chapters 3, 4, and 5. 
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Understanding the design possibilities 

When reviewing smartphone UI designs from the workshops in Chapter 7, it 

needs to be understood that smartphone UI designers have to create designs 

for many technology platforms (e.g., Apple iOS and Google Android). Whilst 

part of the design process gives UI designers freedom to create, the relevant 

platforms' design guidelines somewhat limit them. For example, looking at the 

Apple iOS design guidelines (Apple 2020a; 2020b) and Google Android's 

material design notes (Google 2020), I find that they have very distinct 

recommendations for the location of action items, i.e., the top and bottom of 

the screen. Apple call this top screen area "Navigation/Search bars" while 

Google refers to it as "App bar/Primary toolbar". Meanwhile, the bottom screen 

area is named "tab bars/Toolbars" by Apple and 'Bottom bar' by Google. Our 

participants focused on non-commercial consumer requirements given an 

open brief to investigate how they might design for the smartphone's 

movement in terms of grips and body postures.  

 

This work brings a new perspective on smartphone UI design, focusing not 

just on the screen but also on the devices' physicality. I was aware that this 

study has limitations as I only focused on certain applications defined by the 

workshop participants and specific postures, as shown in Chapter 5. 

Additionally, I need to make sure that I do not ignore the cognitive price that 

may occur for an ever-changing interface with these new smartphone UI 

concepts. Automatic changes could be confusing, and further investigation is 

needed 

 
Insights by themes  

ILooking at the five themes in Chapter 7.4.2, we can see that four out of the 

five categories of concepts adjust the location of action items from the top of 

the screen area to the sides, bottom or in a dynamic position governed by the 

thumb’s location. Additionally, three out of five themes are designs exploiting 

extra functionality via the smartphone’s internal sensors, which is not currently 

prominent within the design guidelines. 
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Insights by grips and body postures   

For the grips and potential locations of items, the participants’ sketches 

showed that each grip has a preferred location for items (Figure 8.1). We can 

see that this means having items down either side or at the bottom of the 

screen for the B grip. For the AT grip, action items should appear down the 

dominant hand’s side and on the lower part of the screen. The S grip is similar 

but with a smaller action area at the bottom of the screen. In contrast, the 

preferred area with the AF grip is the lower corner of the dominant hand’s side 

of the screen. 

 
When it came to body postures, both Sitting at a table and Lying down 

positioned action items down the sides and bottom of the screen. However, 

the action items differed for Standing (Figure 8.2), with the preferred action 

items location being down the side of the dominant hand and on the lower part 

of the screen.   

 

 

Figure 8.1: Main areas of action item placement from 
participants’ sketches for each grip shown in grey 
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Figure 8.2: Main areas of action item placement from 
participant’s sketches for each body posture shown in grey 

 

8.2.5 Research contributions 
During this body of research, I gained seven research insights that have 

expanded my knowledge of hand smartphone interaction. 

1) Expanding on Napier’s (Napier 1993) research on gripping different 

objects, I revealed in Chapter 3 that different interaction types use different 

grips. Four grips for touchscreen interaction (Asymmetric with a finger, 

Asymmetric with a thumb, Single-handed and Symmetric bimanual), three 

for button interaction (Asymmetric with a thumb, Single-handed and 

Symmetric bimanual) and one for stylus interaction (Asymmetric with a 

stylus). 

2) I observed that the participants moved all three different interaction type 

smartphones during the Chapter 3 study. This movement angled the 

smartphone for better hand interaction (e.g., moving the smartphone close 

to the thumb). 

3) Looking specifically at the touchscreen interaction smartphone, I have 

identified during the studies in Chapters 4 and 5 that the grip that moved 

the most was S, AT less movement, then B, and the grip with the lowest 

movement was AF.   

4) As discovered in Chapter 4 for the smartphone's size, the iPhone 6 and 6 

+ displayed a statistically larger movement than the iPhone 4 and 5. 
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5) Again, in Chapters 4 and 5, the location of action items impacted the 

smartphone's movement. Again, those within the functional area of the 

thumb (Bergstrom-Lehtovirta and Oulasvirta 2014) had the least 

amount of movement.   

6) I have discovered that, as presented in Chapter 5, body posture affects the 

smartphone's movement. For example, the body posture standing had the 

least movement, followed by sitting down and finally lying down, which has 

the most movement. 

7) In Chapters 3, 4 and 5, a number of design workshops were run that 

highlighted the above findings. Additionally, during these workshops, 

design features were developed (e.g., action item placement, smartphone 

movement, information layout and interactive concepts). 

8.3 Conclusion 
During this PhD, I have looked at how the human hand and the smartphone 

interact, using a systematic approach to investigate the type of interaction and 

grips used for smartphone interaction. I have also investigated, in a 

quantitative manner, the extent of movement on the smartphone for different 

device sizes and body postures. To this end, I have created a number of 

concepts demonstrating how user interaction can encompass how the human 

hand interacts with a smartphone better. This includes placing items on the 

screen and how the smartphone moves during an interaction. 

I have also presented the results and analysis of workshops to prove how 

existing empirical data relating to smartphone hand grip and posture can 

provide valuable material for new UI concepts. I believe this work will be helpful 

for designers, not only by providing new ideas for design approaches but also 

by bringing relevant insights on how design can change through the 

accommodation of body posture and handgrip. Additionally, I hope this 

research demonstrates the importance of gathering empirical data and how 

such datasets can be a critical research source for designing more adapted 

user interfaces.   
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Overall, with this PhD, I have firstly provided insights from the literature by 

Napier (Napier 1993) and Wilson (Wilson 1999) to close the loop between 

the perception of the hand and smartphone UI design. I have secondly used 

the research findings (Chapters 3, 4 and 5) and worked with UI designers to 

understand how this research could be implemented as a fully developed 

design solution. Finally, I have created a general framework that has allowed 

other researchers to build upon and develop their research (Corsten et al., 
2019 and Ikematsu et al., 2020). 

 

8.4 Limitations 
During this PhD study, many limitations have been defined to help progress 

the research by reducing the study variables. These limitations include the 

participants for data gathering, concept design creation, smartphone selection, 

and smartphone interaction.  

  

The participants who aided data collection were limited to university students 

and staff. However, further investigation should include different age ranges, 

for example, participants under 18 years with smaller hand sizes and older 

adults who may be retired and not necessarily technologically aware. Other 

compelling research would be to understand how participants with disabilities 

(physical or cognitive) use their hands to interact (Igual et al., 2013). Finally, 

although we had the opportunity to recruit UI designers with industrial 

experience for the workshop in Chapter 6, the second round of workshops 

(Chapter 7) participants were university students, which may have limited the 

created concepts. 

 

For the smartphone hardware, the investigation was limited to a pointing task 

with an application that is basic enough to generalize the results to interaction 

styles (e.g., selection of keys, items) as it is arguably the most standard 

smartphone input. Secondly, for the qualitative data gathering (Chapters 4 and 

5), touchscreen interaction as it provided access to the greater number of grips 

(Chapter 3) and thirdly, holding the smartphone in a portrait orientation as this 
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reduces the variables for data collection in Chapters 4, 5 and 7. Finally, 

gesture interaction and holding the smartphone in landscape orientation are 

valid interaction methods and deserve investigation. The data analysis used 

in Chapters 3 and 4 showed how the hand influenced the smartphone's 

movement. However, if researchers wish to use this data to develop machine 

learning algorithms, I believe there is a need for a more robust data-gathering 

technique. 

 

8.5 Future work 
Future work for this PhD would include validating several design concepts, 

investigating new and developing handheld device technology and interpreting 

the findings into a format that is easy for UI designers to understand.  

  

In Chapters 5 and 6, I collaborated with UI designers during the workshops. 

These concepts need to be validated by constructing clickable prototypes 

using applications such as ProtoPie (ProtoPie 2020) or HTML. I would then 

use such prototyping software to evaluate the position of the action items and 

movement of the UI concepts shown in Chapters 6 and 7 and select current 

applications such as text messaging via usability testing. These usability tests 

will include people who have a range of ages, genders and technology 

awareness. This usability testing highlights the best design approaches 

concerning the placement of action items and the cognitive load that the 

transitions may place on the individual.   

  

During the time it has taken to complete this PhD, many technological 

developments have occurred that need consideration. For example, Shape-

changing technology is an expanding field of research within the HCI 

community (Goguey et al., 2019, Qamar et al., 2018) and in commercial 

smartphones such as the Galaxy Z Fold 2 (Samsung 2020) and LG Wing (LG 
2020). In addition, vision technology has been developed to track how hands 

grasp objects (Taheri et al. 2020, Le et al. 2018) and sensors placed within 

the smartphone's hardware (Hinckley et al. 2019, Le et al. 2019). 
 



Chapter 8: Discussion and conclusion  
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Finally, any knowledge gained through this research that can support 

commercial UI designers needs to be shared through the design of online 

education material or integration into the iOS and Android design patterns. 

Future directions are to explore interactive tools to inform UI designers as they 

develop these UI screens through plugins for professional mobile screen 

design tools such as Sketch (Sketch 2020). 
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B.3 Feedback from (Participants) 
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Appendix D (Chapter 7) 
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D.2 Participant sketches (Grip workshop) 
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D.3 Participant sketches (Body posture workshop) 
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