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Abstract 

Evaluating and understanding the factors affecting enterprise cloud computing 

services in terms of Quality of Service (QoS) was the main aim of this research. In 

the research, the cloud services, such as Google Drive, OneDrive and Dropbox, 

were given exclusive scrutiny. The conceptual framework depicted the QoS 

perception of users in enterprise cloud storage service influences customer 

satisfaction through the functional and non-functional parameter of personal cloud 

storage service. Secondary and primary data were included for meeting the research 

aim and objectives. Interview and survey were the used primary data collection 

strategies. Detailed and critical literature reviews on cloud computing, QoS in Cloud 

Computing and Service Quality and Cloud Service Quality have bee elaborated. The 

purpose of this research is to contribute new knowledge of personal cloud 

computing. There is a need to incorporate QoS characteristics in the evaluation of 

cloud storage services for personal users. This study will be a contribution to that—

the research aided to understand the current trends in cloud services. For example, 

the newest trend in the IT world is cloud computing. On-demand obtainability of 

computer systems resources regardless of locations, is the key feature of cloud 

computing. Microsoft’s Windows Azure platform, Google Drive, Amazon’s web 

services are part of this trend. Primary data or results also highlight this trend. The 

quality and reliability of services were regarded to be the most critical attributes of 

quality of service and those of privacy concerning the cloud services, that could 

understand from literature and findings. Another aim of the study was evaluating 

cloud services (CS) based on critical attributes of QoS and user requirements such 

as privacy and security. QoS manages the data traffic for reducing the packet loss or 

jitter in the network and for accessing the security and privacy many attributes like 

privacy, data integrity and confidentiality are needed to be considered. An important 

recommendation provided at the end of the study was that service providers 

could extend measures by which the evolving needs of customers could be 

addressed such, as the need for an increased storage option.  
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Chapter One: Introduction 

1.1 Background  

Researchers argue that there is an increase in the number of users and businesses 

who are migrating towards the use of cloud computing (Zheng et al., 2013). 

According to Armburst et al. (2010), over the years, there has been a significant 

scaling of cloud computing services with the adoption of cloud computing ranging 

from large MNCs to SME organizations and, finally, for consumer storage. The aim 

of cloud computing is to deliver a network of virtual services wherein users can 

access these services from multiple locations at competitive costs depending on the 

QoS service requirements (Sabi et al., 2016). Since cloud computing offers 

significant benefits to small businesses, communities and individuals, it results in a 

service setting where the consumer has access to a wide range of services. 

However, customers of the cloud require a wide range of steady and trustworthy 

services to ensure that the customers’ expectations are met (Almorsi et al., 2016). 

SMEs and MNCs have the opportunity to reduce the IT cost by incorporating cloud 

computing technology. As part of this, the managing and operation cost concerning 

IT services can be reduced. Likewise, collaboration can be improved in the 

workplace after integrating cloud computing technology. Employees can enjoy 

flexibility in the allotted tasks, and this is a notable advantage of cloud computing 

(Armburst et al., 2010). However, the cloud computing technology highly relies on 

network, and any network failure will affect the entire operation of the organizations. 

Likewise, technical failure can be projected at any time, and that will negatively 

influence the use of cloud computing in the business (Almorsi et al., 2016). 

Drago et al. (2013) state that individuals tend to use personal cloud storage (PCS) 

spaces to share and store private information. The quality of service that is being 

provided by various PCS vendors has been the subject of scrutiny many times, 

including factors like the quantity of storage, ease of storing and retrieving 

information, privacy issues (Riva et al., 2011), and ease of sharing information 

(Srinivasan et al., 2011). Not a lot of studies have focused on the service quality or 

the knowledge of overall QoS, despite the adoption of PCS, due to the limited use of 

comparative features of these services (Gracia-Tinedo et al., 2013). According to 
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Zheng et al. (2013), QoS examination must involve an independent ranking of the 

services provided by PCS. Finally, it is also vital that the user experience is 

controlled along with their interaction with the network (Casas et al., 2013). 

According to Drago et al. (2013), the advantages of PCS are in five areas, such as 

usability, cost-saving, bandwidth, disaster recovery and accessibility. However, the 

accessibility advantage is a most notable one. Concerning this, information can be 

accessed from anywhere without any location constraints.  At the same time, it may 

not be possible for the people to access the data in the cloud if the internet 

connection is poor. As a result, the cloud services of enterprises may be adversely 

affected. 

According to Hobfeld et al. (2012), QoS refers to those parameters which determine 

the quality of the network which is used to transfer the transmitted data.  Rifai et al. 

(2011) argue that QoS, describes the performance of the system or the network 

based on the requirements of the customer. Therefore, quality of service can be 

considered as an umbrella which aims at presenting a comprehensive assessment 

of the network quality parameters and customer service acceptance parameters, and 

is currently a key factor guiding the management of quality in cloud computing.  

This chapter is mainly provided with the background of the research, and as part of 

this, the key variables and its positive and negative sides are described. Moreover, 

the rationale of conducting the present research is discussed besides the aim, 

objectives and questions of the study.  Finally, the contribution of the present study is 

provided in the final session of the chapter.  

1.2 Research Rationale 

Cloud computing plays an essential role in small and medium enterprises in building 

proper and cost-effective benefits. AlBar and Hoque (2019) mentioned that this 

technology brings a great improvement in the availability of data, services etc. 

Moreover, it helps in scalability, efficiency, speed up decision making, expansion of 

markets and enhance communication with the customers. As a result, the proper 

development of the SME’s will have a major role in the economic development of the 

country. Ali and Osmanaj (2020) specified that all the SME’s need to adopt cloud 

computing technology as the need for ICT is essential for the survival and the 
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development of the company. As the use of cloud computing can reduce capital 

expenditures, this technology is considered as the most cost-saving procedure. 

Alismaili et al. (2020) revealed that the use of cloud computing in SME’s improved 

the reviews on the internet, price considerations and maintain the use of services 

from certain cloud service providers. 

Dincă et al. (2016) defined that there are many benefits for adopting cloud computing 

in SME’s as it executed the cost-saving purpose using the rental services. AlBar and 

Hoque (2020) cited that the cost of capital expenditures was easily reduced with the 

help of cloud computing. This service is commonly known as an on-demand service 

as it executes the needs of the users. Moreover, it helps to run the company 

smoothly without investing huge funds. It ensures the shift tasks which the SME’s 

want to be handled by the cloud computing providers. Another benefit of cloud 

computing is it minimize the purchase of new software licenses. Asadi et al. (2020) 

pinpointed that the license purchases for the new software can be reduced by the 

usage of cloud computing as the company users may not have their own 

infrastructures. As this SME’s are hiring cloud computing in a most comfortable cost, 

they can use the software easily. Assante et al. (2016) referred that the facilities like 

integrated, dynamic and sophisticated computer systems are essential factors to be 

needed in the companies. By advantage of this, the applications, files and emails 

can be easily accessed using the internet connection and can avoid the software and 

hardware requirements. This SME’s also benefit from the trial services of cloud 

computing as one of them is done with the help of the initial promotion. Domun and 

Bheemul (2018) defined that by using this facility, the SME’s don’t want to pay in 

advance to use this service. The main advantage of this service is the choice of test 

capabilities to the SME’s as it allows using this service in the trial stage. 

Alismaili et al. (2020) mentioned that the increase in the quality of the product could 

be ensured from the usage of this cloud computing service. As a result of this, the 

competitiveness of the company will also increase gradually. Sandu et al. (2017) 

claimed that the competitiveness of the company could be enhanced by improving 

the speed and cost-efficiency of the company. Ali and Osmanaj (2020) reported that 

the pressure to increase the competition provides a significant change in the growth, 

management and services to customers etc. Asadi et al. (2020) declared that cloud 



 
 

10 

service acts like a tool to improve the flexibility to the SME’s as it provides the 

accessibility to anywhere. Khayer et al. (2019) found that SME owners can use 

corporate data from other devices, including personal devices. As an interesting fact 

about the cloud service is employee mobility. Karunagaran et al. (2019) mentioned 

that most of the companies use the hardware system, but the advent of cloud service 

avoided the role of the hardware system. In addition to that, the effective advantage 

of cloud computing is that it reduces the risk of data unavailability. Hassan (2017) 

revealed that an attractive advantage of cloud computing is it provides a number of 

services to SME’s and ensures high-level security. 

As per the view of Domun and Bheemul (2018) identified that there are some 

challenges of using this cloud computing by SME’s. As per the rule of management 

that the cloud computing facility is under the control of management as this results in 

the lack of SME enterprise control over the server. Dincă et al. (2016) reported that 

due to the maintenance period, the companies want to face a lot of server service 

problems. If the server service is not working properly, it affects the working 

condition of the company. Assante et al. (2016) cited that for avoiding this problem, 

the companies want to use the multiple services for the whole day as it is very costly 

and difficult to use. Alismaili et al. (2020) pinpointed that the major issue in case of 

the SME’s they mainly complain about is the lock-in system. The problems arise in 

the interoperability between different providers, and it isn’t very easy to move from 

one provider to another provider. Askary and Kumar (2020) explained that the use of 

cloud service in most of the SME’s is with the help of human resources who have 

excellent ICT knowledge. The use of the PaaS and laaS is very difficult, and if any 

error occurs in the service, it will be a big potential loss to the company. Internet is 

an essential factor for every company as it was useful in the case of the cloud 

service, but it is still constraint in the case of the developing countries like Indonesia. 

Askary and Kumar (2020) mentioned that the implementation of the wrong server 

might result in the security problem from that the company can affect the cyber-

attacks. Due to this cyber-attack, the cloud also produces a hazard to the consumers 

or corporate web users. Ali and Osmanaj (2020) declared that the usage of the 

internet is not secure as it makes troubles with fingerprints and loud security attacks, 

transactions and file transfers. Asadi et al. (2020) cited that the government is also 
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expected to provide services which support the internet connections as the 

government want to allow the private sector to connect the SME’s with the cloud 

computing technology. The issue of the difference in working from the user of prior 

technology to services is the major challenge of the migration issue. Askary and 

Kumar (2020) revealed the labour issue raised from the operational automation is 

also a major problem as it is very important from the technical point of view. AlBar 

and Hoque (2019) mentioned that the major challenge is to move data in very large 

as most of the company’s fear that this may affect the company’s operations.  

The above paragraphs discussed the views of using cloud computing technologies in 

several small and medium enterprises. In addition to that, it mainly discussed the 

benefits and challenges of cloud computing in the SME’s. 

QoS is an important parameter in determining the adoption of cloud storage services 

by enterprises (Connor et al., 2011). The initial research into the drivers motivating 

enterprise cloud storage adoption identified cost-reduction as the most important 

factor affecting cloud storage adoption among enterprises (Gupta et al., 2013). On 

the other hand, recent study by Hsu and Lin (2016) revealed that privacy and 

security factors along with convenience and ease of use influenced enterprise cloud 

storage adoption. However, there is a research gap in this area as existing studies 

on cloud storage adoption by enterprises did not adopt a QoS perspective in 

reviewing cloud storage services. In this context, the current research intends to 

address the above research gap by arriving at a common framework to identify the 

determinants of QoS in enterprise cloud storage adoption by examining the 

experience of enterprise users of Google Drive, OneDrive and Dropbox. 

1.3 Research Aim, Questions and Objectives 

1.3.1 Research Aim 

The aim of this research is to evaluate and understand the factors affecting 

enterprise cloud computing services in terms of Quality of Service (QoS), with 

reference to the most popular cloud services Google Drive, OneDrive and Dropbox. 

1.3.2 Research Question  
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1. What are the determinants, which impact the consumer use for enterprise 

cloud computing services?  

2. What are the different attributes related to the QoS that effect privacy of 

enterprise cloud services (PCS)?  

3. What are the popular cloud services and the related privacy attributes?    

1.3.3 Research Objectives 

To accumulate basic details related to the determinants that influence the use of 

enterprise cloud computing services 

To conduct a systematic literature review to propose and validate a framework that 

addresses the challenges that enterprise cloud services face in terms of QoS 

To use the literature outcome to develop a framework allowing for the evaluation of 

enterprise cloud services (PCS) based on the key attributes of QoS and user 

requirements. 

To identify and detail the proper research methods for evaluating the research 

questions and state the relevant justifications 

To discuss and analyze the findings of the expert interview to comprehend the major 

parameters that assure the loyal bond between the service provider and the client 

To survey users of the most popular cloud services (Dropbox, OneDrive and Google 

Drive) to verify the QoS and Privacy attributes identified from the literature. 

To reflect a fuller discussion and evaluation of the findings of the study to draw the 

main conclusions of the study 

1.4 Research Contribution 

The current research acknowledges that there is a significant increase in available 

frameworks on privacy and QoS for cloud computing services.  However, the 

purpose of this research is to contribute new knowledge of the personal cloud 

computing service use by consumers by understanding the changing landscape of 

market demand. As noted by Singh and Chana (2016), cloud computing has become 

one of the most beneficiary approaches for the use, management and upgradation. 
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With an internet connection, an extensive volume of applications is available and this 

accumulation depends on Service Level Agreements (SLAs). SLAs specify the 

service requirements and this is regarded under Quality of Service (QoS). 

Furthermore, SLA’s take service pricing, obligations and penalties into consideration 

(Almorsi et al., 2016). 

As contended by Stergiou and Psannis (2017), one of the key challenges associated 

with the cloud computing services is the management of QoS. This is more 

challenging due to the market-oriented nature of the cloud structure, where 

regulation of space would be dependent on supply and demand. 

Given such a possibility, from the cited research above and other information 

emerging at present it's clear that there is a need to incorporate QoS characteristics 

in the evaluation of cloud storage services for personal users. The proposed 

research aims at addressing this knowledge gap by proposing a new framework for 

assessing cloud storage services. This would incorporate key QoS determinants, as 

perceived by users of some of the major service providers, into existing frameworks. 

The current research will act as a reference to understand the individual consumer 

preference for cloud computing and the importance they ascribe to QoS and privacy. 

1.5 Key actors involved in the research 

According to Bell et al. (2019), key actors in a research or study are the people who 

directly involved in the major activities performed as part of the research. The study 

on the impact of Quality of Service (QoS) on enterprise cloud storage service 

adoption is closely related to the human viewpoints, and hence, amassing clear and 

updated data from human participants along with secondary can augment the 

reliability and rationality of the study (Žukauskas et al., 2018). Hence, the research 

employs both qualitative (interview) and quantitative (survey) approaches to amass 

the information. The representatives of cloud service providers, i.e. Google, Dropbox 

and One Drive, are contacted for an interview, while the general public utilizing cloud 

services, who are the customers of various cloud service providers in the UK, are 

contacted for a survey. The pilot testing of the interview questionnaire would be 

performed with the support of peers. Moreover, friends and colleagues provided 

support and essential resources to undertake the study efficiently. 
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Chapter Two: Literature Review 

2.1 Introduction 

The aim of this chapter is to present the review of background literature on the 

research. This chapter is presented in two sections.  

Section 1 presents the basics of cloud computing, models and dimensions as well as 

the current research status on personal cloud storage.  

Section 2 identifies the importance of QoS in cloud computing, the key metrics of 

QoS and the role of security.  

Section I: Cloud Computing 

2.1.1 Definition and Characteristics 

Extant literature has presented multiple definitions of cloud computing (Table 1). 

Hashem et al. (2015) contend that over the years, significant efforts have been 

undertaken to standardize the definition and components of the cloud. Wang et al. 

(2010) indicate that the standard definition provided by NIST (National Institute of 

Standards and Technology) is accepted as the most effective one as it addresses 

the components, models and the requirements from cloud computing. According to 

Mell and Grance (2011), cloud computing is defined as a model which helps in 

providing ubiquitous and convenient access to a shared pool of computing resources 

including networks, servers and storage spaces which can be provided immediately 

by the management. Such models of cloud services have five primary 

characteristics, three models of service and four models of deployment. According to 

Sabi et al. (2016), the cloud is a platform or an infrastructure whose purpose is to 

promote the execution of service applications in a reliable manner, meeting pre-

existing quality parameters while ensuring that there is elasticity in meeting the 

needs of the user. Elasticity implicitly identifies the upward and downward scalability 

of resources and data by balancing the user requirements in a clear manner.   
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Mell and Grance (2011) identify that there are five primary characteristics of cloud 

computing services which indicates unique prospects. The characteristic includes:  

a. On-demand services: On-demand services present an assistive platform for 

the users in requesting one or more services based on the user requirement 

and further to pay for the same by adopting a ‘pay as you go’ approach (Sen, 

2015). Armburst et al. (2010) contend that the provision of computing 

resources to an individual or an organization based on demand and thereby 

eliminating the need of cloud computing users to plan ahead for provision is a 

key success characteristic which has increased the use of cloud computing 

facilities.  

b. Broad Network Access: According to Hamdaga and Tahvidari (2012) and 

Yakimenko et al. (2009) the availability of resources and services located in 

different vendor areas of the cloud which can be made available from a wide 

range of locations is a key characteristic enhancing adoption of cloud 

computing. Jula et al. (2014) further argue that such a provision is made 

possible through standard mechanisms which have global reach capability.  

c. Pooling of Resources: According to Yang et al. (2017) cloud computing 

provides a collection of resources which aim at simulating and providing the 

behaviour a single blended resource. As Armburst et al. (2010) contend, in 

cloud computing, the user does not require the knowledge and location of 

provided services. This helps vendors provide multiple real and virtual 

resources on the cloud. 

d. Elasticity: According to Jula et al. (2014), the elasticity of cloud computing 

presents the ability to the user to scale up or scale down resources and 

services based on requirements. 

e. Measurement of Services: Multiple aspects of the cloud are continuously 

monitored and optimized at different levels to ensure that the required quality 

of service is made available to the consumers while the resources are used in 

a manner that provides good storage space for the vendor (Shaikh and 

Sasikumar, 2015).           

Apart from these five characteristics, some other major characteristics are 

highlighted in literature and these are presented in the following table.  
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Characteristic Conceptualisation Evidence 

Higher fault 
tolerance 

One of the main characteristics of 

cloud computing is that the 

dependence between different 

transactions is kept very minimal. 

This means that the failure of one 

transaction does not lead to a 

chain reaction of errors. Usually, 

faults occur in four areas and these 

include provider-user, provider-

inner, provider-across and user- 

across and these faults could be 

managed. There are fault 

management systems at software, 

operating and hard ware levels and 

at the zenith, regulations exist. This 

implies that the fault tolerance of 

cloud computing is relatively 

higher.  

Moghaddam et al. 

(2015); Ren et al. 

(2017). 

Business model The economic characteristic of 

cloud computing is that it could be 

regarded as a pay per use 

business model pre-dominantly. To 

an extent, considering the free 

available services, it could also be 

regarded as a utility service.  

Zhang et al. 

(2010);Armbrust et al. 

(2010); Ren et al. 

(2017). 

 Multi Tenacity 

 

This feature implies that different 

consumer constituencies should be 

addressed by the execution of 

isolation, segmentation, 

Awadallah (2016); 

Rittinghouse and 

Ransome (2016). 
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 chargeback/billing models and 

service levels and governance.  

Loose coupling Cloud computing relies on a client-

server model and the platform 

serves as an abstract layer which 

helps in isolating different 

applications. This loose coupling is 

one of the fundamental 

characteristics of the cloud 

computing.  

Mell and Grance 

(2011); Armburst et al. 

(2010); Ren et al. 

(2017). 

Ease of Use Offers internet-based interfaces. 

The other facets that emphasize 

this characteristic of cloud 

computing is the credibility, 

desirability, accessibility and 

usability. 

Hashem et al. (2015); 

Chaisiri et al. (2012) 

Service SLA The presence of a service level 

agreement in cloud computing 

provides the expectation of the 

consumer from the provider. 

Sabi et al. (2016); Yan 

et al. (2016). 

 

Table 1:  Characteristics of Cloud Computing 

2.1.2 Service and Deployment Models  

According to Mell and Grance (2011) the service models included in the cloud 

computing are distinctively three categories.  

Ellinger and Shin (2013) argue that cloud computing is the mechanism that provides 

multiple functionalists to the user within provider defines restrictions through an 

interface. The SaaS (Software as a service) system develops an effective platform 
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for the customers in developing the vendor’s infrastructure as a service through an 

active interface developed through computer programming.                

Ren et al. (2017) posit that a platform service is one where the computer has 

hardware equipment, operating systems and application development tools which 

can be used to deploy and execute commands based on the needs of the user. 

Platform as a service (PaaS) is a service model where the vendor provides access to 

platform elements, thereby enabling the consumer to develop applications or use the 

software for their specific needs.  

Infrastructure, on the other hand, identifies the physical components required by a 

system to promote specific functionalities (Jula et al., 2014) and can contain 

processors, network equipment and storage needs. Infrastructure as a service (IaaS) 

is a service model where the consumer has the applications and software and 

requires the infrastructure to operate the same. The IaaS platform provides the 

infrastructure that the customer needs.  

a. Public Clouds: According to Jula et al. (2014), public clouds are the primary 

model of cloud computing, where the cloud owner presents services on a 

public platform based on policies, pricing models and pre-defined rules. 

b. Private Clouds: Private clouds are established to provide virtual services to a 

specific organization or an institute. Such services are targeted at setting up a 

system where there is a need to have clear corporate firewalls to reduce 

concerns about security (Mell and Grance, 2011). 

c. Community Cloud: Organizations form communities to share cloud computing 

services to be used by community members’ consumers. The service is 

provided by members of the community or by a third-party service provider. 

The primary advantage of such a cloud is the reduction in cost by division of 

expenses and the improvement in security services (Dillon et al., 2010).   

d. Hybrid Clouds: Hybrid clouds are those where there is combining of two or 

more public, private or community clouds and where there is creation of 

different models of cloud service. Hybrid clouds serve specific functions where 

standardization and functionality determination are required to enhance 

communication (Schumbert et al., 2010).  
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2.2 Personal Cloud Storage Platforms  

As per Drago et al. (2012), the complexities in storage issues related to computing 

are the major reason for developing an alternative research for information storage 

that eventually led to the discovery of cloud computing. Along with the storage space 

issues, the development of cloud computing as further contributed in providing users 

a less economic alternative for data storage. Furthermore, Srinivasan et al. (2011) 

argue that the personal cloud model identifies a ubiquitous storage platform which 

enables the unification of access to information by individuals from any device and 

application without the inherent drawbacks of location. As Drago et al. (2013) argue, 

this increase in cloud computing services resulted in a significant increase in the 

launch of personal cloud storage capabilities by players including Microsoft, Google 

and Amazon in 2012 to existing services like Dropbox and SugarSync. Dropbox was 

the first personal cloud space introduced in 2007 and has over 50 million users who 

upload more than 500 million files on a daily basis. However, most research on the 

growth of personal cloud and its impact on cloud computing has been carried out in 

the market.  For instance, Pyramid (2014) reports that personal cloud business is 

growing, with the global number of personal storage accounts reaching 1.25 billion 

by 2013 and with an annual growth of 60% since 2011. The report also identifies the 

need to examine the consumer expectations and service provision currently 

available through personal cloud storage platforms. Gartner (2012a) further contends 

that the personal cloud should be considered as a transformational force which is 

aimed at reflecting the user expectations in terms of content, application and 

services made accessible across multiple devices. Forrestor’s (2011) report 

forecasts that in the US alone, the market for personal cloud storage is expected to 

increase to $12 billion from paid subscriptions.  

According to Gracia-Tinedo et al. (2013), the popularity of personal cloud storage 

services is linked to the ease of use of the SaaS mode of services as well as the 

ubiquitous IaaS cloud storage resources.  However, as Ion et al. (2011) and Drago et 

al. (2012) posit, such an introduction of cloud based services has resulted in a 

significant focus on different parameters of the personal cloud, including system 

architecture and design and a focus on security and privacy issues. Drago et al. 

(2012) further argue that currently the knowledge of personal cloud storage is 
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limited, as most of the services offered are through commercial services which are 

unwilling to share information due to the proprietary nature of solutions. Drago et al. 

(2012), in their examination of the design and architectural choice of personal cloud 

space Dropbox, identify that these parameters are found to have great impact on 

service performance and network usage. However, the authors use passive 

measurements and do not provide clear information about the implementation of 

services and designs of other providers.  Hu et al. (2010) compare the performance 

of Dropbox, Mozy, CrashPlan and Carbonite; however, they do not use the example 

of a comprehensive list of performance measures.  Li et al. (2013), on the other 

hand, compare the cloud provider performance to benchmark the same, but only 

focus on server infrastructure.  

Drago et al. (2013) benchmark the personal cloud performance of Dropbox, 

Microsoft OneDrive, Google Drive, LaCieWuala and Amazon Cloud Drive. The 

results of the study indicate that there is no clear winner, with all services suffering 

from some limitations. The results indicate that Dropbox had a sophisticated boost 

performance and had clear capabilities check. On the other extreme, Cloud Drive 

showed bandwidth wastage and had some lack in client capabilities. OneDrive had 

performance limitations and Wuala had client side encryption impacting 

synchronization of performance.  From the above assessment, it is evident that the 

focus of personal cloud storage computing has been on examining benchmarks of 

performance and the impact of the shift in resource provision. However, as Buyya et 

al. (2010) contend, the management of quality of service (QoS) at the consumer 

storage level is vital, as it not only depends on performance benchmarking and 

management, but also on meeting the needs of the consumers and the consumer 

behaviour and perception. The following section will therefore examine the principles 

of QoS.  

2.3 TAM Model and cloud storage adoption  

As per the view of Yaokumah and Amponsah (2019) revealed that the technology 

acceptance model (TAM) is a theory which describes how the users accept and use 

technology. In the current situation, it is effective to use the technology for several 

purposes. Abdullah and Ward (2016) specified that the behavioural intention is the 

major factor which influences people to use the technology. Wu and Chen (2019) 
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identified that there are a number of factors which influence the decision of users 

about the usage of the technology they have perceived usefulness (PU) and the 

perceived ease-of-use (PEOU). It was noted by Alassafi (2019) that in the case of 

the perceived usefulness, the users mainly believe that the use of a particular 

system would improve their job performance. On the other hand, in the case of 

perceived ease-of-use, the users mainly thought that the usage of the particular 

system would reduce their effort. The following figure demonstrates the TAM model: 

 

Figure 2.1: Technology Acceptance Model 

Source: Ooi et al. (2016) 

Wu and Chen (2019) defined that the use of information system by a user could be 

determined by the behavioral intention as this can be identified by the person’s 

behavior towards the use of the system. It was noted by Ooi et al. (2016) that the 

behavior is not only the factor for the behavioral intention, but it also depends on the 

impact of the performance of the users. Al-Emran (2018) described that the 

technology acceptance model has a direct link between the perceived usefulness 

and the perceived ease-of-use. Tarhini et al. (2017) found that the usage of both 

systems is the same one will find more useful, and the other will be easier to use as 

described in the above paragraph. Abdullah and Ward (2016) cited that in the case 

of the perceived ease-of-use, which measures the attitude of an individual on the 

basis of two factors, they are self-efficacy and instrumentality. Self-efficacy is a 

concept that describes the user’s sense of efficacy. Almarazroi et al. (2019) 

mentioned that this self-efficacy is an effective tool which is easy to use and will 

make the user feel that he has control over what he is doing. Chen et al. (2017) 

declared that the efficacy could be considered as the main factors of intrinsic 

motivation as it has the direct bond between the perceived ease-f-use and the 



 
 

22 

attitude. As this would help the users with fewer efforts as a tool and thus they can 

do the other tasks. 

 

Figure 2.2: Extended TAM (Technology Acceptance model) 

Source: Tarhini et al. (2017) 

In the case of the above figure, it mainly describes six contextual variables such as 

the prior experience, other’s use, computer anxiety, system quality, task structure 

and organizational support. Abdullah and Ward (2016) pinpointed that this model 

also explains the relations between the external variables and system usage. From 

the view of Al-Emran (2018) mentioned that the system usage is directly affected by 

task structure, prior experience, other’s use, organizational support, anxiety and 

system quality. Thus, the initial TAM model and its extension did not completely 

reveal the observed variance in system usage. Alassafi (2019) claimed that the two 

models agree that computer efficacy affects perceived ease-of-use, and thus it will 

be related to the perceived usefulness. 
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Figure 2.3: Figure of cloud computing 

Source: Scherer et al. (2019) 

From the observation of Almarazroi et al. (2019) mentioned that the cloud computing 

is the collection of the computer system resources mainly the data storage and the 

computing power without the direct connection with the user. Butt et al. (2019) 

pinpointed that from a central server, the functions may be distributed over multiple 

locations. Chen et al. (2017) revealed that there are two types of cloud computing 

they are enterprise cloud and the public cloud. In the case of enterprise cloud, the 

cloud may be limited to a single organization, and on the other hand, in case of a 

public cloud, this may be available to many organizations. Alassafi (2019) explained 

that the combination of public and hybrid clouds provides companies to minimize the 

cost of IT infrastructure. Ooi et al. (2017) claimed that this cloud computing helps the 

enterprises to get their application up and to run smoothly. 

Al-Emran (2018) mentioned that there is much importance of TAM in adopting the 

cloud computing model in advanced technology. Abdullah and Ward (2016) found a 

definition for the bond between the TAM and the adoption of it. Almarazroi et al. 
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(2019) mention that in the case of the TAM model, the perceived usefulness and the 

perceived ease-of-use are the most critical factors in the adoption process and the 

system use. Moreover, it can be referred to as the particular case of TRA as it 

describes the beliefs and evaluation, which may lead to the attitude, intention of use 

and at last the real behaviour. Chen et al. (2017) noted that the TAM model could be 

considered as the widely accepted model for enhancing ICT adoption and the usage 

processes and most organizations are adopting the technology. Butt et al. (2019) 

asserted that there are many factors which influence the IT professionals are the 

image, job relevance and the perceived usefulness. Alassafi (2019) reported that the 

ease of use, convenience is the biggest favourable factor in case of security and 

privacy. Al-Emran (2018) asserted that in the case of the public sector, organization 

adoption is conducting by collecting data through interviews. Moreover, the 

availability, reliability, security and access affect the perception of usefulness while 

the availability and access affect the perception of ease of use. 

Butt et al. (2019) found that some measures such as the subjective norms, 

voluntariness, job relevance, output quality, result demonstrability in perceived 

usefulness and the cognitive influence processes in perceived ease of case. 

Almarazroi et al. (2019) mentioned that the different systems such as two 

voluntaries, pre-implementation, one- month post-implementation and three-month 

post-implementation are used for the collection of the self-reported knowledge and 

the user perceptions of knowledge workers. Abdullah and Ward (2016) found that 

there are two main groups in case of perceived ease of use they are anchors and 

adjustments. As in the case of the anchors include computer self-efficacy, perception 

of external control, computer anxiety and computer playfulness while in case of 

adjustments includes perceived enjoyment and objective usability. Ooi et al. (2016) 

declared that anchors are related to the general beliefs of the system and the system 

usage while on the other hand, the adjustments are the beliefs which come from the 

direct experience with the system. Alassafi (2019) noted that this proposal could be 

tested in three different organizations, as three measurements were taken over the 

three-month period. Chen et al.  (2017) explained that the usage of structural 

equation modelling technique could be used to analyze the data. In all models, it 

satisfied the concept of reliability and discriminant validity. 



 
 

25 

However, it was finalized from the further findings that the TAM model is very useful 

for the users, and the establishment of the modified TAM is essential. The 

importance of TAM in the adoption of cloud computing invented many factors is very 

useful for the entire users in our world. 

According to Holden and Karsh (2010), the technology acceptance model deals with 

the prediction of how a particular technology can be accepted in an organization. 

Technology acceptance model is also defined as the acceptance of a tool to make 

necessary changes to the existing system in an organization which is made 

acceptable to the users. The model is based on the view that the acceptability of a 

technology depends on two factors which are perceived usefulness and perceived 

ease of use. The current section provides information about how TAM can be 

effectively used for the adoption of cloud computing services within the organization. 

In the opinion of Marangunić and Granić (2015), TAM helps to predict the 

acceptance of cloud services in the organization. The acceptance of cloud services 

in organizations is discussed in terms of two factors which are the following.  

According to Turner et al. (2010), perceived usefulness is defined as the extent to 

which a person believes that the use of a particular system will improve his or her 

performance. The perspective of a person about technology is different from the 

other. I t is necessary to understand whether cloud computing enables to complete 

the tasks quickly in an organization. TAM also helps to understand if the employee 

performance can be enhanced though cloud services in organizations. Cloud 

services can be adopted the cloud computing serves the purpose of increasing 

productivity. Thus the usefulness of cloud computing services is measured through 

the use of technology acceptance model. As per the model, the perspective of the 

stakeholders of an organization is understood regarding the acceptance and use of 

cloud computing (Erasmus et al., 2015). 

According to Abbasi et al. (2015), percieved use of use refers to the degree to which 

a person thinks that using a particular technology will help to reduce the effort. The 

easiness of using new technology is measured in this stage. An employee evaluates 

the use of a new system in terms of its use in the organization. In the usage of cloud 

services in an organization, the employees determine whether cloud services make 

their job easier and convenient. Therefore, the technology acceptance model has 
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great significance in assessing the usage of perceived ease of use. When 

implementing the cloud services in an organization, it is necessary to evaluate how 

the service help in reducing the workload and improve the performance (Alharbi, 

2012). The users of cloud services provide information about the easiness of the 

technology. Cloud computing can be implemented in an organization only if it is 

found useful for the users. Thus the application of technology acceptance model is 

significant in the use of cloud computing in organizations. 

A per the observation of Pinheiro et al. (2014), external factors such as social 

influence also affect the adoption of cloud services. The social influence indicates 

that it creates positive among the people to accept cloud services in organizations. 

Therefore, the technology acceptance model plays a key role in the adoption of 

cloud services in the organization. The technology acceptance model helps to 

understand how the cloud services make the company operations easier, and they 

can be used efficiently for enhancing the performance better. 

2.4 Effect of utility factors on cloud storage adoption 

The business of all size and geography are using cloud storage nowadays. Cloud 

storage has aided the companies with the potential technological advantage to stay 

competitive in this ever-evolving world. From the observation of Yang et al. (2017), 

along with the technological edge, cloud storage gives to all type of company; cloud 

storage also gives significant utility advantage as well. Most of the business will have 

data, and most of them will be stored in local storage devices or hard disks. 

Business data is considered as one of the crucial factors which help a business grow 

substantially. Moreover, more the data the company has about the business, more 

will be its competitive advantage it has on its competitors. Therefore, business 

management continuously tries to collect more data from different sources through 

different methods. According to Ab Rahman et al. (2017), business management 

collects this data and uses these data to analyze various business processes such 

as market analysis, customer behaviour and such core functional areas. Until the 

advent of cloud storage, these crucial pieces of information were stored in secondary 

storage devices. As the company grew over time, the data needed also increased; 

this, in turn, increased number of storage device required for store all these data. 

More amount of space, money, cost of handling and risk were the additional 
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drawback the secondary storage device bought along. Using the cloud storage 

device will remove the secondary storage devices and their problems. The 

convenience of using cloud storage has given the cloud storage the most 

considerable advantage over the secondary storage devices comments Xiao et al., 

(2017). 

Ease of using the data is another advantage of using cloud storage services. Unlike 

the traditional secondary device or the servers, using cloud anyone with an internet 

connection and accessibility permission can access data from any part of the world. 

Li et al. (2019) mentioned that companies which have more than one branches 

would have severe issues with data accessibility. At times, data were moved from 

one place to another using a secondary storage device. Accessing data from servers 

also had certain drawbacks such as network crash, poor data quality and failed 

storage. While cloud storage has very minimized drawbacks when compared to 

other means of storage services. 

Technology is evolving every day, more amount of technologies which ease out 

business process are introduced to the world frequently. From the findings of Kumar 

et al. (2012), upgrades are one of the ways software companies provide the most 

advanced technologies and services to their clients. Moreover, staying up to date 

with the software, storage and technology is very beneficial for the growth of the 

company. Using secondary storage devices or local servers will not give the privilege 

of obtaining these updates from software providers. Cloud storage has the solution 

for all these problems, utilizing the capacity of cloud storage, a business or an 

individual can download the latest update when it is available comments Lan et al. 

(2017). Moreover, the management can also increase its storage capacity online. 

There are no additional procedures for expanding storage.  

Another significant advantage of using cloud storage is the processing speed and 

the to and fro data communication. Business websites are becoming one of the 

critical parts of a business. Most business websites are nowadays dynamic in nature; 

this dynamic property of the website will attract customers and improve customer 

interaction. Using a regular server or a local server will not give the complete 

effectiveness of the dynamic property of the websites. However, cloud storage has 

immense storage capacity and does not have problems with so many clients running 
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on a single server says Zhang et al., (2018). Every client will feel like they are using 

a single dedicated route directly from the server, where in fact, there are multiple 

dedicated routes in a single sever. Cloud storage has fast data processing and 

transmission speed and all the right qualities to handle modern websites and data 

storage. 

Cost of assets and resources are the primary area was a business lose money. As 

modern technologies are evolving along with market competition, companies are 

forced to upgrade their technologies to stay competitive in the market. The advent of 

cloud computing and storage services were a blessing for all companies who were 

struggling with cost problems, and struggles of traditional storage and server 

facilities were removed. According to Liu et al., (2017), using the cloud storage, the 

cost for purchasing storage disks and servers are instantly reduced, and the need to 

install and upgrade over-priced software are removed as well. 

2.5 Security and privacy concerns underpinning enterprise cloud storage 
adoption  

Cloud storage and cloud computing are the most modern technological trends which 

reduced business costs and improved business process. According to Zhe et al. 

(2017), even the small-scale business using the advantage of cloud computing has 

emerged as prominent players in a saturated market environment where multi-

national companies compete. The potential and usefulness of cloud storage in the 

business environment are very vast. It has helped companies to reduce IT 

investments and other technological costs. As even small business started using the 

cloud services, cloud service providing business all started sprouting up in the 

market rapidly.  

With everything good comes something bad, so was the case with the cloud storage 

and the bad thing that came along with the cloud services was severe. Dorri et al. 

(2017) illustrated that data are very precious assets for a company of modern times. 

A company uses its data for enhancing its growth and acquire essential competitive 

advantage in the market. Individual companies not only store their own data but also 

stores information about ordinary people, which they collect according to the 

guidelines specified by the government. These data are later used by the company 
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to understand market and customer behaviour. Therefore, a company needs to 

protect its and the customer's data. As the companies moved towards using cloud 

storage, they entrust other cloud handling business to handle their data, and the 

company may sometimes lose their control over sensitive data. This can cause a 

severe problem for the business of companies, comments Mollah et al., (2017). 

However, to tackle this problem. Cloud computing companies developed security 

frameworks and techniques to ensure the protection of data from unauthorized 

accesses. As the data storage and the need to protect data in many different levels 

lead to the development of different methods to ensure data security and privacy. 

including the following properties in the cloud storage will help in increasing the data 

security and privacy. 

Data integrity means protection of data from unauthorized modification, deletion and 

fabrication. DBMS and ACID were two tools that are used to ensure data integrity. 

ACID is a method which is used to enable safe transaction of data. Wang et al. 

(2017), mentioned that technologies such as RAID and digital signature could be 

used to ensure authorized access to data and thereby increasing data integrity. 

There are also techniques to identify whether the data are replicated and to prohibit 

such actions. 

Data confidentiality ensures that data is kept confidential, and no third-party can 

access important data. There are different methods used to ensure data 

confidentiality and some of them are: homomorphic encryption, encrypted search 

and database, distributive storage, hybrid technique and data concealment says 

Subramanian and Jeyaraj, (2018).  

Data availability is another valuable property that should be included to ensure data 

protection. It is the property by which the data stored in the cloud can be recovered 

and restored after incidents that may cause damage to data. Including techniques to 

ensure data availability will increase the credibility of the cloud storage service. 

Cloud computing and storage services have great potential for growth and ability to 

improve business processes of a company. Artificial intelligence and internet-of-

things are some of the modern technologies that use the benefits of cloud storage 

and related services. According to Gou et al. (2017), the application of cloud storage 
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is numerous, and the way it changed the business process and people's life is 

phenomenal. Data protection and privacy is the only significant barrier faced by 

cloud storage and computing. Hopefully, things are getting clear in this area too. 

Many techniques and methods are implemented by top clod services providing 

companies such as google, amazon and Microsoft to ensure high-end data 

protection and privacy. However, people's concern about using cloud service is not 

gone completely. There is still work that need to be done to gain customer loyalty. 

With these level of improvements in technology and business management, clouding 

computing and storage can easily tackle this challenge in the near future, perhaps 

most of such data security issues are solved comments Lim et al., (2017). Cloud 

computing and storage are just the beginning of ultra-modern technological evolution 

and is not completely evolved.  

From the invention of Nakayama et al. (2017), Cloud storage can be defined as the 

model of cloud computing where the data is stored on the remote servers accessed 

from the internet. Nakayama and Taylor (2016) mentioned that the cloud storage 

service provider manage this cloud storage on storage servers. Moreover, cloud 

storage is commonly known as utility storage as it enhances the actual 

implementation and service delivery. As per the view of Naous and Legner (2019), 

the working of the cloud storage is through data centre virtualization as in this end, 

users and applications with a virtual storage architecture are provided. Mainly its 

operation is done through the web-based API as its implementation is based on the 

interaction with the client application. 

Liao et al. (2019) cited that most of the organizations have a lot of benefits from the 

adoption of cloud storage as it increases the business productivity, enhances the 

back-up and recovery of files, wireless network management, increase the 

automation etc. Barhamgi et al. (2016) revealed that the sync files and data by the 

employees could be done easily from anywhere by using a cloud service through a 

link. Grandhi et al. (2019) cited that an easy back-up and recovery of the protected 

data as it has the off-site location to store the backfiles. One of the most time-

consuming processes is the foundation of the software. With the help of the cloud 

storage service, it mainly provides multiple options to automate updates. Naous and 

Legner (2019) claimed that with the rising popularity of cloud storage, most of the 
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enterprises are hiring the help of the cloud. Moreover, it is used as a powerful tool for 

meeting the storage, computing needs and saves more money in IT investments. Al-

Muhtadi et al. (2019) noted that the high demand for this storage is due to its offers 

such as affordability and the easiness of use. 

Jouini and Rabai (2019) pinpointed that in addition to the benefits of cloud storage, 

there are many privacy and security concerns of adopting cloud storage. Most of the 

IT experts are facing inherent security risks due to this cloud storage. Barhamgi et al. 

(2016) cited that the main issue occurs when the enterprises handover their security 

of sensitive business data to the third parties. The below paragraphs mention several 

risks associated with the use of third-party cloud services. 

No control over data: Nakayama et al. (2017) reported that most of the enterprises 

are hiring the help of cloud services like Google Drive, Dropbox, Microsoft Azure as 

these enterprises want to manage with new security issues such as the loss of 

control over data. Nakayama and Taylor (2016) mentioned that the problem arises 

here while using the third-party file-sharing services the data is taken outside the 

company’s IT environment. Most of the cloud services provide the users to back up 

their data; a lot of data that want to share can be viewed by unauthorized persons. 

Liao et al. (2019) explained that the best way to avoid this type of risk by ensuring 

whether the provider encrypts the files during storage. 

Data leakage: Al-Muhtadi et al.  (2019) identified that most of the companies are 

afraid of the data leakage while adopting the services of cloud storage. As this fact 

shows that this cloud storage is a multi-storage environment in which all the 

resources are being shared. Lee et al. (2020) revealed that it is a third-party service 

as the data is viewed and mishandled by the provider. Grandhi et al. (2019) 

mentioned that a big risk occurs when it comes to sensitive business data. Tharini 

and Vijayarani (2020) noted that malicious hacks of cloud providers are an external 

threat which may lead to data leakage. Liao et al. (2019) declared that in order to 

avoid this problem, all the enterprises want to depend on file encryption and stronger 

passwords. 

BYOD: Jouini and Rabai (2019) found that another major risk of cloud storage is 

BYOD. Many companies are allowing the employees the ability to work on a Bring 
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Your Own Device (BYOD) BASIS. As this method of using their own device on work 

become a trend in most of the companies as the companies don’t want to spend 

money on buying IT equipment for the employees. Lee et al. (2020) noted that this 

BYOD brings security risks if it is not properly managed as many problems occur 

when the device is hand over to the third parties by any methods of stolen, lost or 

misused devices. 

Snooping: Al-Muhtadi et al. (2019) mentioned that the files in the cloud are not 

secure, and it is being hacked without any security measures in it. Grandhi et al. 

(2019) revealed that the major risk occurs when these files in the clouds are being 

stored and transmitted all over the internet. This problem can be avoided by using a 

secure connection, and this will avoid outsiders from accessing the data in the cloud. 

Key management: Barhamgi et al. (2016) noted that the managing of the 

cryptographic keys is always a security risk in the case of enterprises and its 

problem increased by the advent of the cloud service. Liao et al. (2019) mentioned 

that the securing of key management could be done by being inconspicuous, 

automated and active. Naous and Legner (2019) revealed that keys need to be 

jointly-secured to make sure that the data is not accessed without the authorization. 

Cloud credentials: Nakayama and Taylor (2016) mentioned that the major risk 

arises when the enterprise’s data is stored along with the customer’s data as it is 

considered as the data is loosed via the third parties. The security strength mainly 

depends on the individual user’s password habits. Nakayama et al. (2017) referred 

that the cloud credentials are a type of compromise that may not allow the attackers 

to use the data within the files. Moreover, this also provides some functions like 

making copies and deleting them etc. The problem of security threat can be avoided 

by encrypting the sensitive data and securing our own credentials which must be 

unique as this helps to invest in a secure password management service. 

2.6 Social and cultural factors affecting cloud storage adoption 

When an organization adopts cloud computing or cloud storage into its business 

operations, there will be many factors which influence the enactment of this new-age 

technology. Moreover, cloud computing and cloud storage mainly handle and 

operates with the organization's sensitive data. From the observation of Sabi et al. 
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(2016), the management will be extra precautions while implementing cloud storage, 

as there are many incidents of data leakage and security issues that occurred in 

various parts of the world using cloud storage. However, the potential of cloud 

computing and storage is not something that should be ignored. According to Karim 

and Rampersad (2017), cloud storage has immense potential to enhance the 

business growth of an organization and give a decisive competitive advantage to the 

company. Hence, most of the companies are forced to adopt this technology mostly 

due to technological and business factors. Although there is a significant role for 

technological and related elements, these are not the only factors that influence the 

adoption of cloud computing or cloud storage. Various social and cultural factors are 

also present, which affects the adoption of cloud storage by organizations. Although 

Socio-cultural factors have less effect on the organization's buying behaviour of 

cloud storage when compared to technological factors, socio-cultural cannot be 

ignored as well comments Sabi et al., (2018). 

Cultural factors can be defined as the internal perception of the organization or the 

decision-making team. Hsu and Lin (2016) mentioned that cultural factors are 

considered to be more internal than external. Organizational culture has a significant 

role in the company's adoption of new strategies and techniques. Understanding the 

cultural factors are often complicated, and it may vary from person to person in an 

organization. As a result, organizational culture is one of the toughest subjects that 

can be studied. However, there are theories such as Hofstede's cultural dimension 

theories to measure the cultural dimension of an organization. Uncertainty 

avoidance, power distance, masculinity-femininity, and individualism-collectivism are 

the dimensions present in Hofstede's approach used to measure cultural dimension. 

Alkawsi et al. (2015) illustrated that uncertainty avoidance is essentially the tolerance 

of the individual or the organization towards potential risk or ambiguity that may 

occur in the future. As of the case of cloud storage and cloud computing, an 

organization is intimidated with a fear of losing data and possible security threats 

involved while using cloud computing. Even though the cloud storage providing 

companies have an effective strategy to tackle these challenges, people or 

organization is not entirely convinced, or ambiguity persists in the area of cloud 

storage. Management who are anxious and uncomfortable with modern technologies 
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such as cloud storage tend to avoid them. Power distance is another factor which 

affects the culture of an organization. Power distance is the measure of the 

relationship between the top management and low wage employees of an 

organization. Higher the power distance higher will be the gap in their relationship. 

Implementing cloud storage will tend to reduce power distance which may cause 

unlikens in top management employees comments Liang et al., (2017). So, top 

management will not entertain the adoption of such technologies which reduce 

power distance. 

Individualism and collectivism one of the critical dimensions, which helps in 

understanding the effects of culture on an organization's decision-making ability. 

Individualism is defined as a trait in which individuals give more preference to their 

individual growth and work rather than family. While collectivism is a trait by which 

the individuals give preference to their family and relationship. According to Sabi et 

al. (2018), an organization that have many individuals with individualistic trait tend to 

adopt modern technologies to ease out their work. Companies which have a 

collectivistic trait is not much interested in advanced technologies, or they do not 

entertain them much. Masculinity and feminism can also affect in adopting modern 

technologies in an organization. Male gender always tends to be competitive and 

militaristic, since cloud storage and computation has tremendous potential to 

improve the competitive level of an organization. The organizations with higher MAS 

source or male dominion have higher chance to adopt new-age technologies than an 

organization with female dominance comments Alkhater et al., (2015). 

Although minimal social factors also have a significant impact on the decision of an 

organization to adopt cloud computing or cloud storage. From the observation of 

Alkhater et al. (2018), social media, word-of-mouth, critical mass and education are 

some of the social factors that affect the adoption of present-day technologies. 

Social media is a significant social factor in every instance of business processes or 

personal life. Modern technologies and the benefits gained from them are one of the 

hottest areas in social media hub, and news and information about such 

technologies are shared massively using social media. Cloud storage and its 

advantage, usage and information are readily available on the internet and social 
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media. Hence social media and internet play a vital role in the adoption of cloud 

storage in an organization. 

Word-of-mouth is one of the most successful marketing elements present in the 

market. It is not something that can be developed by an organization instead it is a 

perception or satisfaction level an individual feel while purchasing a product and the 

compels peers or friends to use the same product to get the benefit. Since cloud 

storage and computing has developed a perception of ambiguity and low-security 

features, word-of-mouth can play a very significant role in an organization's decision 

to implement cloud storage says Fu and Chang, (2016). Critical mass is more or like 

similar to the word-of-mouth except critical mass is a measurable entity. Critical 

mass depicts the number of people or organization who uses a product or service. 

More the amount of critical mass more will be the chance of others to purchase that 

product. Critical mass is a vital factor for a company while implementing cloud 

storage. The organizations will check the critical mass to understand the credibility 

and trustworthiness of cloud storage.  

Education is another factor which affects the acquirement of cloud storage by an 

enterprise. Education and knowledge level will help an organization or individual to 

identify relevant technologies or strategies that may enhance the growth of the 

business. From the findings of Hashim et al. (2015), individuals with higher education 

can easily comprehend the technologies and understand the importance of 

implementing such tools to enhance growth.  

2.7 Technical Drivers of enterprise Cloud Storage adoption  

As per the view of the Akbar et al. (2020) identified that in order to make the 

important data’s safe and accessible, it is essential to use the best way of cloud 

storage. Moreover, it is a computer data storage in which the data is stored in logical 

pools. Jamshidi et al. (2017) mentioned that more and more small and medium 

enterprises are asking help from the cloud storage services to ensure the safety of 

the client data. Ab Rahman et al. (2017) declared that the facilities of cloud storage 

could be cloud computing service, web service application programming interface, 

cloud desktop storage etc. Cole et al. (2017) mentioned that this cloud storage is 

made up of a large number of distributed resources but still acts as one of the 
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significant advantages of this cloud storage is the durability as it has the process of 

creating versioned copies. Psarros and Papathanassiou (2020) defined that it is 

important to consider the individual needs of each company while choosing a cloud 

service. There are many important features for the evaluation of a good cloud 

storage solution: 

File versioning: Cheng et al. (2019) revealed that this helps to edit a file without any 

worry. Rossi et al. (2019) pinpointed that services this feature did not overwrite the 

old files while making changes in that file. Old copies of files can be retrieved later 

after saving the multiple versions of the file. Bacis et al. (2019) identified that this 

process of file versioning would be a great profit for all business users who want to 

retrieve their important data. Gimelli et al. (2019) referred that the majority of cloud 

computing services file versioning, but in some case, it only accesses some of the 

versions and even deletes the old versions after some period of time. Sun et al. 

(2020) found that even if a file is deleted most of the services retrieve all the deleted 

data and checks the saving capacity of the deleted files. 

Automatic sync: Sun et al. (2020) asserted that most of the business users who 

depend on cloud service focus on these automatic syncing capabilities. As per the 

view of the Bacis et al. (2019), by using these services with this feature will update 

the files to show the edits done earlier. It’s a major problem arise if anyone forgets to 

sync the files before the next business and not all services having this syncing 

functionality will do it continuously. Rossi et al. (2019) explained the main advantage 

of this service is the updating of data and mainly transfers the permanent backups to 

an external drive at a particular interval of time. 

View and Edit files from the cloud: Ab Rahman et al. (2017) defined that this 

service is an essential factor of the business-ready cloud computing platform. 

Jamshidi et al. (2017) referred that it is very difficult and time consuming to transfer 

the important files from one device to other. Moreover, business owners need to 

access their files each and every time. Cole et al. (2017) revealed that it is an 

essential factor of cloud computing service which allows to view and edit all the files 

from the cloud on any computer, tablet, smartphone, or another internet-connected 

device. Akbar et al. (2020) noted that even if the business users are in the flight can 

also make their edits quickly. Meena et al. (2019) mentioned that it is efficient to 
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double-check before the subscription. For instance, music and media focused 

amazon cloud drive want to download that file to the hard drive to make the edits and 

after finishing the downloading want to upload to the cloud. This facility is most 

effective when the business owners are outside their office; otherwise, it mainly 

affects the productivity of the organization. 

Security and file encryption: Gimelli et al. (2019) pointed out that while running an 

organization, they must focus on their private data as it is considered as a big 

concern. So for ensuring the private data of the data, one must concentrate on 

accessing good features. Chowdhury et al. (2019) pinpointed it is important to check 

the service encrypts the data at once before leaving the servers. Psarros and 

Papathanassiou (2020) revealed that the advent of the encryption key helps a lot for 

providing the best services as it does not allows seeing the private data by their 

company employees. Moreover, the owners itself want to protect their company’s 

data by providing them with strong passwords, most probably when accessing from 

mobile phones. Meena et al. (2019) mentioned that the notch up security features 

helps while sending private information about the clients to the cloud. 

Flexible storage capacity at an affordable price: Chowdhury et al.  (2020) 

referred that the spacing capacity of an organization depends on the number of 

employees. In the case of the small business owners, they mainly look for a cloud 

storage platform which can accommodate data up to 10 employees, but the price 

can vary according to space. Gimelli et al. (2019) mentioned that most of the storage 

platforms mainly offer a limited amount of data for a low price as the scaling up is 

done; the price will also increase. Rossi et al. (2019) referred that depending on the 

features of the organization price of 1TB storage can vary throughout every year. 

Cheng et al. (2019) defined that the growth of the organization depends on the best 

cloud storage solutions. The service of the company develops the number of 

employees and productivity. 

 Quality customer support: Ab Rahman et al.  (2017) mentioned that technical 

difficulties are a major problem in the business’s daily operations. Akbar et al. (2020) 

cited that while dealing with the storage of the backup site files, it is very important to 

have quality customer support within an organization. Meena et al. (2019) pinpointed 

that all the organizations must have a tie-up with technology providers as the help of 
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the experts can have peace in the mind of the employees and the owners. The depth 

of the problem is directly proportional to the dependency of the feature. There are 

two tips for this they are getting acquainted with the storage solution’s 

documentation, and another one is don’t hesitate to make contact. Cole et al. (2017) 

revealed that as customer support is helpful, it is more efficient to answer all the 

questions by acquiring help from the solution’s available support documents. On the 

other hand, the second tip is to hire help from the professionals at the time of 

problems. For example, if the employees might have some type of problems in their 

organization and it can be solved with the help of the professional around them. 

Jamshidi et al. (2017) cited that doing this can avoid the occurrence of further issues 

and can reduce the time and money spends on it. In addition to that, most of the 

organizations must want a storage solution with various support options as the 

organization will fully be concentrated at the time of emergency. 

However, it was finalized from the further findings that it is very important to consider 

all the features while choosing the cloud storage solution for the backup needs. It 

ensures the security of the protected data in the organization. So it is efficient to hire 

the needs of the cloud storage in every organization. 

The study of Nuseibeh (2011) indicates that cloud computing is a concept which 

enables access to computing resources such as applications, storage, network and 

services. Cost-saving is one of the major and basic advantages of Cloud services. A 

large number of organisations use cloud services which help them to make a 

competitive advantage through the cost reduction. The IT expenditure could be 

reduced through the use of cloud services. According to Armbrust et al. (2009), the 

cost and risk in maintaining the advantage of cost reduction was the major purpose 

of cloud services initially. The entry of cloud services helps to avoid infrastructure 

required for the hardware and the risks in maintaining the same. It is found form the 

study of Stieninger et al. (2014), that large organisation can reduce the carbon 

emissions by 30%, and it can be 90% in small business.  On the other hand, the 

study of Hsu and Lin (2012), enterprises are benefited by the adoption of cloud 

computing services such as reduction of costs, easy maintenance and effective use 

of resources. These advantages lead to increased profit for the organisations. Gupta 

et al. (2013) had the opinion that ease of use, ease of use are also major 
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advantages of adopting cloud computing services. Therefore, studies show that 

cloud computing services have become part of every organisation, and there is a 

difference in the utilisation of cloud services. Ease of use consists of the accessibility 

and availability of using cloud services anywhere at any time. The reliability of cloud 

services includes the dependability of use or the availability of the services whenever 

it is required.  

There are different areas where cloud computing services can effectively be utilised. 

The major areas where cloud computing implemented are social media, email, 

Wikipedia and online chatting, accounting and payroll etc. Therefore, cloud services 

can be effectively implemented in various departments of organisations.  

Different types of cloud development models are available such as public cloud, 

private cloud community cloud and hybrid cloud. Organisations choose different 

models of clouds according to the need operations of the organisation. According to 

Gangwar et al. (2015), a public cloud is available from a third-party service provider. 

Google app is an example of a public cloud service. The public cloud services can 

be adopted even by the small and medium scale industries as the cost of such 

services are less. As mentioned above, the advantages of cloud services are 

available with these services such as ease of use, cost-effective and availability and 

accessibility anywhere. As per the opinion of Rao and Selvamani (2015), private 

cloud services are managed within the organisation and outsiders do not have 

access to the private cloud service. A community cloud is used by a group of 

enterprises which have common goals. On the other hand, Hybrid cloud is the 

combination of both private and public cloud. With the use of cloud computing, the 

companies are able to handle the workload with the help of cloud computing 

services. There is a shift in the models of cloud computing services from the very 

beginning of its use, and the features of the emerging models are also different. As 

the same time, the security of data is questioned by the use of cloud services. As 

noted by Bharadwaj and Lal (2012), security measures have to be adopted by the 

safe storage of data. The cloud computing provides an opportunity for a large 

number of people to access data which may lose data protection. Therefore, the 

organisations should make that the process of operations and transmission of data 

has to be protected to minimise risk in the protection of data. 
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There are number of chances for data insecurity. First of all, the data is distributed to 

different regions, and it makes difficulty in understanding the location of data. The 

laws regarding cloud computing are different in different areas. So there will be 

compliance regarding data privacy. As observed by Iosup et al. (2011), data integrity 

should be maintained within the organisations when adopting cloud computing 

services. Authorised people should be given the responsibility of modifying the data 

as per the requirements. According to Höfer and Karagiannis (2011), ACID 

properties can be used by organisations instead of HTTP in order to preserve data. 

The HPTT services do not support the transaction or ensure the delivery. Data 

security policies should be developed and maintained by an organisation to provide 

security to the accessibility of data. Following these policies make sure that certain 

cloud survives are accessed by only a few people as per the data security policy.  

Different factors were identified to be the factors responsible for the adoption of 

cloud computing services in organisations. It is because the trade pressure and trade 

partner pressure affect the adoption of cloud services. When the workload is high 

and the organisation growing high, there is more demand for cloud services, which 

increase the efficiency of the organisation (Jadeja and Modi 2012). Complexity is 

another factor which affects the adoption of cloud services. The organisations need 

to analyse whether they have the capacity to manage the cloud services within the 

organisation and ensure the protection of data. Technological readiness is a major 

factor in the adoption of cloud services (Wu, 2011). For the adoption of cloud 

services in an organisation, it is to make sure that the software and hardware need 

to be adopted and efficient staff has to be recruited and selected for management 

and maintenance of cloud services within the organisation. The size of the firm and 

its operations are also factors which are responsible for the adoption of cloud 

computing services. 

Section II: QoS in Cloud Computing 

2.8 QoS Definition and Rationale 

As per Puthal et al. (2015) the IT services management indicates to the different 

services that are constructed to manage the organisational requirement of 

technology. Furthermore, the IT service management incorporates the overall 
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governance of the organisational activities that includes the assistance of technical 

support. The from the reports of Aazam and Huh (2016) that the key parameter in IT 

service management is the need to maintain and improve the level of service quality 

provided as a form of IT service where there is a constant revisiting of the 

requirements, monitoring and reporting of metrics and immediate action to ensure 

high level quality of service is required. The steps are further referred to as the 

service level management. In line with service level management, quality of service 

can be defined as the service that is enhanced to guarantee customer application 

requirements. Quality of service is also considered as a differentiating factor which 

can help in comparing one service provider to another.  

Bahrami and Singhal (2015) indicate that the customer storage cloud computing 

model of IT services presents partial control to the customer over the operating 

environment of the service. As a result of such control, it is not only important to 

identify the services offered by different providers, but also important to specify and 

assess the level of services available through cloud computing. Furthermore, as 

Almorsy et al. (2016) posit, consumers move towards service oriented architecture 

where the quality and reliability of services become the most important attributes. 

However, the demand of the service is found to vary consistently across consumers. 

To help balance the needs of the customer with the views of the service provider, a 

service level agreement (SLA) is promoted. This SLA acts as the foundation to the 

level of service which is expected from the service provider. Sing and Chana (2016) 

indicate that the QoS are key parameters which form the basis of the SLA and need 

to be monitored consistently to identify changes in consumer demands.  

However, the determination of QoS is found to be facing significant challenges due 

to the differences in modes of service provision, deployment and pricing (Hobfeld et 

al., 2012). In light of such views and given the presence of diversity in cloud service 

provision, the key challenge for the customers is to identify the ‘right’ service 

providers to fulfil requirements. Furthermore, there are instances where trade-offs 

between the functional and non-functional requirements are fulfilled by cloud service 

providers. Therefore, as Garg et al. (2013) posit, there is an associated difficulty in 

evaluating the service level of cloud providers by identifying user requirements and 

service performance. The authors also argue that it is not only important to assess 



 
 

42 

the QoS of different cloud services, but it is equally important to rank them based on 

specific metrics to identify the most relevant and suitable service provision platform. 

In light of such views, the following section will examine the key dimensions of QoS 

and prior research on QoS dimensions of cloud computing.  

2.8.1 QoS Dimensions  

The Cloud Service Measurement Index Consortium (CSMIC) identified measures 

which form the service measurement index (SMI) and can be used by consumers to 

rank the cloud computing service performance and examine the quality (Garg et al., 

2013). The SMI attributes are based on the standards set by the International 

Organisation for Standardisation (ISO). The SMI index identifies a list of key 

performance indicators which are aimed at providing a standardised measure to 

examine the cloud computing service quality (Buyya et al., 2011). This is done by 

letting the users of cloud services rate these performance indicators by applying the 

techniques of standardised surveys. The users, by comparing and evaluating each of 

the metrics based on the importance with regard to a specific type of service, the 

scores are generated. Thus, the main aspect of the SMI is that though the key 

performance metrics are standardised, scores are generated on a customised basis 

(Sing and Chana, 2016).  

The use of the SMI framework identifies some key aspects associated with the QoS 

of cloud computing services. 

• Accountability: According to Shyam and Prasad (2017), accountability 

attributes are vital in measuring different cloud provider characteristics and 

thereby building the consumer trust in enhancing cloud service provision. The 

accountability feature is to provide details on how security exposure or 

compliance related parameters are met. The accountability parameter 

identifies performance metrics like ownership, ethicality, auditability and 

compliance (Ren et al., 2016).  

• Agility: The primary advantage of cloud computing is its ability to enforce 

agility in terms of adaptation. Agility as a QoS identifies the ability to integrate 

cloud computing into the existing framework. The agility parameter includes 

metrics like portability, flexibility, adaptability and elasticity (Garg et al., 2013). 



 
 

43 

• Cost: The cost parameters identify the cost of characteristics, services and 

quality of services associated with the provision of cloud computing (Sabi et 

al., 2016).  

• Performance: The performance parameter identifies the functionality, service 

response and accuracy as key factors impacting cloud provider quality of 

service. The performance of the cloud is vital as it helps understand the 

speed of performance and whether the deployment meets specific 

expectations (Saravanan et al., 2013). 

• Assurance: The assurance parameter identifies the likelihood of a cloud 

service to perform as expected. Every cloud service organisation aims at 

expanding its business and providing better services through reliability, 

resilience and service stability as key performance indicators (Liu et al., 

2011). 

• Security and Privacy: Data security and privacy are key concerns for 

customers with the hosting of information and storage of information under 

the control of an outside organisation (Saravanan et al., 2013). The 

examination of security and privacy involves the assessment of the many 

attributes including confidentiality, privacy and data integrity. 

• Usability:  According to Rittinghouse and Ransome (2016), the usability 

parameter identifies the rapid adoption of cloud services where the usability 

parameter is the ability of the customer to adapt to the cloud, and can include 

metrics like accessibility, learnability, operations and ease of installation. 

The following Table 3 summarises some key research on QoS relating to cloud 

service availability.   
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Reference Objectives Key Implications Metrics 

Garg et al. 
(2013) 

To devise a framework 

and a mechanism that 

measures the quality 

and prioritises the 

various cloud services. 

• Aids in making a 

significant impact on the 

creation of a healthy 

competition among cloud 

providers to satisfy their 

service level agreement 

(SLA) and improve their 

QoS. 

• Performance metrics are 

designed to measure 

quality of service of an 

IaaS cloud service. 

• In order to compare 

various cloud services, an 

analytical hierarchical 

process (AHP) based 

ranking mechanism is 

designed. 

• Accuracy 

• Availability 

• Cost 

• Efficiency 

• Interoperability 

• Reliability 

• Response time 

• Scalability 

• Stability 

• Suitability 

• Sustainability 

• Throughput 

• Transparency 

Dario 
Bruneo  
(2014) 

To develop a method to 

evaluate the 

performance of cloud 

computing 

infrastructures. (Only 

Taking IaaS) 

• Numerous performance 

metrics are defined and 

evaluated to analyse the 

behaviour of a cloud data 

centre. 

• Availability 
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Saravanan 
(2013) 

To formulate a 

framework for ranking 

and advanced 

reservation of cloud 

services based on a set 

of cloud computing 

specific performance 

and quality of service 

(QoS) attributes. 

• The framework ensures an 

automatic best fit and a 

guaranteed delivery. 

• Sustainability 

• Suitability 

• Stability 

• Security and 

confidentiality 

• Response time 

• Reliability 

• Privacy 

• Portability 

• Learnability 

• Interoperability 

• Instability 

• Flexibility 

• Elasticity 

• Easiness 

• Data integrity 

• Compliance 

• Availability 

• Auditability 

• Assurance 

• Adaptability 

Shawky and 
Ali (2012) 

To devise a technique 

to measure the 

elasticity of a cloud. 

 

 

• The context in which the 

study defines the term 

elasticity is as physics 

defines it. 

• Such a definition is 

adopted in order to 

represent the basic 

features of a cloud 

computing environment 

and its parameters that 

• Elasticity 
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Table 2: Key Metrics of QoS 

2.8.2 Prior Research on QoS 

are related to elasticity. 

• A case study approach is 

adopted which highlights 

the basic parameters 

affecting elasticity. 

Islam et al. 
(2012) 

To propose better ways 

to quantify the elasticity 

concept and to explore 

the impact of the rules 

used to increase or 

decrease capacity. 

• Several workloads are 

applied to a public cloud. 

• Elasticity 

Andres 
García 
(2014) 

To highlight a cloud 

based platform called 

CloudComPaaS, which 

has the ability to 

manage the complete 

resource lifecycle. 

• A SLA-driven architecture 

for the automatic 

scheduling of cloud 

resources is provided. 

• The study also provides a 

SLA-driven architecture for 

the dynamic management 

of cloud resources. 

• Performance 

Xeongrong 
Zheng 
(2013) 

To demonstrate the 

effectiveness of a cloud 

based model called  

CLOUDQUAL. 

• CLOUDQUAL is validated 

with standard criteria. 

• CLOUDQUAL contains six 

quality dimensions: 

usability, availability, 

reliability, responsiveness, 

security and elasticity. 

• Security and 

confidentiality 
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Table 3: Quality of Service in Cloud Computing 

Extant literature has identified prior research on the metrics associated with QoS 

determination in the cloud environment. According to Garg et al. (2013), most 

research on QoS in cloud computing has focused on measuring availability, 

reliability, scalability and response time. The studies which identify QoS related 

measurement in cloud computing are presented in the following Table 4.  

However, researchers have identified challenges associated with the measurement 

of QoS and ranking of cloud providers.  For instance, Al-Shammari et al. (2014) 

contend that the measurement of SMI attributes associated with cloud services faces 

issues in attribute performance over time. Garg et al. (2013), on the other hand, 

contend that there are instances of differences in performance value when compared 

to those presented in the service level agreement. Houidi (2011) further contends 

that there is no clear measurement model available for each attribute, making it 

difficult to compare multiple cloud service platforms and the lack of use of real time 

data. Garg et al. (2013) identify another challenge associated with the ranking of 

cloud service attributes, which is the assessment of functional and non-functional 

parameters. The author contends that non-functional parameters are hardly 

addressed as part of cloud QoS assessment. Furthermore, Al-Shammari et al. 

(2014) argue that QoS as part of cloud service assessment is rarely highlighted in 

literature.  

The current research argues that the QoS assessment and associated 

benchmarking identified only addresses functional parameters, with a lack of focus 

on non-functional and experience parameters. This makes it necessary to address 

the importance of QoS functional and non-functional parameters as part of the 

personal cloud storage assessment framework.  

Determinants of QoS Performance 

2.8.4 Elasticity and Scalability of Performance 
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An application operating in the cloud and its virtual resources can be scaled upwards 

in order to manage QoS and down in order to decrease expenses. This escalation is 

known as elasticity (Ferrer et al., 2012). NIST says that elasticity is an essential 

factor of cloud computing: competencies can be quickly and elastically supplied, 

often mechanically, to swiftly scale out, and quickly released to rapidly scale in. “To 

the customer, the competencies accessible for supplying frequently seem to be 

boundless and can be bought in at any amount at any time” (Timothy Grance and 

Peter Mell, 2011).  

Even though one of the key features of cloud computing is the illusion of infinite 

resources, capacity in cloud providers’ data centres is limited and can eventually be 

fully utilised (Calheiros et al., 2012a; Aoyama and Sakai, 2011). Growth in the scale 

of existing applications or surge in demand for a service may result in immediate 

need for additional capacity in the data centre. Current service providers handle this 

issue by over-provisioning of data centre capacity. That is, the average demand of 

the system is several times smaller than the capacity of their computing 

infrastructure. This strategy, and the cost of its operation, constitutes a large 

expense for cloud owners. Actual usage patterns of many real world application 

services vary over time and, most of the time, in unpredictable ways. Therefore, as 

we stated earlier, unexpected loads can potentially overburden a single cloud 

provider and lead to unreliable and interrupted services. It is overly restrictive in 

terms of small size or private clouds. If cloud providers were able to dynamically 

scale up or down their data centre capacity, they could save a substantial amount of 

money and overcome the above issue. Scalable provisioning of application services 

under variable workload, resource and network conditions is facilitated by 

interoperation of the clouds (Buyya et al., 2010). Cloud federation helps the peak 

load handling capacity of every enterprise cloud by resource sharing, without having 

the need to maintain or administer any additional computing nodes or servers 

(Rittinghouse and Ransome, 2017). The quick motion of resource supply is a primary 

distinctive trait of the cloud archetype in contrast to other dispersed structures.  

Virtual resources can be scaled in two courses. 

Vertical scale up operations: Denotes scaling the application performance by 

developing the internal resources of a functioning virtual machine. This might involve 
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accumulating or extracting CPU cores, CPU speed or partially assigned physical 

CPU time, memory and data repository. Vertical elasticity must be backed by both 

the hypervisor and guest operating structure to facilitate the secure extraction of 

virtual hardware instruments (Garg et al., 2013). 

Horizontal approach using scale out operations:  Denotes scaling of a given 

application performance by enhancing the utilisation expansion or the associated 

reduction of the number of VM occasions that backs its workload. Usually horizontal 

elasticity is attained by the use of a hardware or software load balancer (He et al., 

2011).  

Vertical scalability is restricted by the overall available sum of resources accessible 

in single physical devices. Alternatively, horizontal scalability is restricted by the 

overall sum of physical devices accessible and by Amdahl’s law (Richins et al., 

2018). Amdahl’s law declares that the highest speed-up a computer program can 

attain by applying several processors is restricted by any ordered code that cannot 

be parallelised. With regard to cloud computing, this associates with the utmost 

number of requests that an application can aid, given the presence of an infinite 

amount of resources. This is usually hindered by the joint back-end data depository 

that the VM resources access instead of the computation necessities of the 

application itself, which often have parallel features by design in cloud computing. 

According to Bai et al. (2011), the elasticity measure which forms part of a 

performance resource ratio (PRR) reflects the relationships that exist between the 

uses of resources by the application. The author contends that elasticity can be 

measured based on the available wait time, the available execution time and the 

associated allocation of resources, including CPU usage, bandwidth use and 

memory.  Gao et al. (2011), on the other hand, indicate that in SaaS environments, 

multiple metrics which can be used to measure elasticity include the level of 

resource allocation, the type of resource that is used, the overall system 

performance, workload of the system, capacity of the system and the scalability of 

the system.  The authors clearly arrive at a wide range of scalability parameters 

which can be extended to the personal cloud platform. Garg et al. (2012), on the 

other hand, identify an elasticity measurement metric which focuses primarily on how 

a cloud service can be scaled during peak requirements. The authors define two 
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important attributes. Firstly, the mean time that is taken to expand and contract the 

overall capacity of service; secondly, the overall capacity of the service, which is 

measured by the highest number of computational units which are provided by the 

service during the peak intervals. Islam et al. (2012) indicate that while elasticity and 

scalability examine performance measures, the degree of utilisation is often under 

examined. The author defines elasticity by using a penalties approach when there is 

over utilisation or underutilisation of resources which are made available to the 

resource.  A similar approach towards elasticity is adopted by Shawky et al. (2012), 

who argue that the scalability and elasticity of a specific cloud can be made possible 

by using stress and strain concepts. The authors define stress in cloud computing as 

the amount of resources needed divided by the amount of resources allocated. 

Cloud strain, on the other hand, can be defined based on the change in available 

resources before and after the completion of cloud scaling operations.  From the 

above assessment, it is argued that cloud computing scalability and elasticity are key 

factors which determine the overall quality of service. As observed from the empirical 

assessment, it is evident that elasticity has been examined from the perspective of 

networked computing and iaas cloud platforms. No clear evidences are available 

with respect to the examination of personal cloud computing platforms. Hence 

through the critical review of literature background that states various dimensions of 

cloud computing and it’s the extended features, the relevance of QoS performance in 

determining elasticity and scalability can be comprehended.        

2.8.5 Resource Virtualisation Monitoring 

Virtualisation literally means developing a virtual, in contrast to concrete, variant of 

an item. This description of virtualisation is comprehensive and can be used in 

several situations. To limit the applicable extent of virtualisation to systems which are 

distributed and cloud computing, resource virtualisation means the seclusion or 

combining of a portion or all of a computing tool’s hardware resource for varied or 

common intentions respectively (Aceto et al., 2013). 

Resource virtualisation can be used in three domains in appropriated systems (Xu, 

2012; Erl et al., 2013; Shyam and Manvi, 2015): 
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• Network Virtualisation: Identifies a means of multiplexing the use of network 

tools while dispersing traffic, veiling the true intricacies of the latent network 

topography. 

• Storage Virtualisation: Comprises the combining of physical storage from 

several networked tools, demonstrating the look of a consolidated depository 

tool, controllable from a central point. 

• Server Virtualisation: Offers secluded access to server resources while 

concealing the latent implementation specifics of the hardware away from the 

end-user for the purpose of heightening utilisation and enhancing simplicity of 

management. 

These offer facilities without the need to purchase the resources required to operate 

them. Commonly, the service and infrastructure suppliers accept a recommended 

series of service levels, often known as the Service Level Agreement (SLA), which is 

a precise explanation of temporal accomplishment and economical restraints within 

which hosted services must function (Zhu et al., 2012). Under this contract, the 

service providers agree to compensate a fixed sum of money in order to use the 

infrastructure and, in turn, the infrastructure supplier agrees to either supply sufficient 

resources to meet SLAs or to pay a compensatory fine for each SLA loss (Wu et al., 

2012). 

From the perspective of the infrastructure supplier, the decision as to the extent of 

computing resources assigned to a particular service provider may have a vital 

influence on its profit. For instance, diminished resource supply may result in the 

accession of SLA breaches, and therefore contribute to the decline in revenue, 

whereas increased supply of resources may lead to a rise in the total cost of 

ownership (TCO), which includes capital and managerial expenses. Therefore, the 

greatest aim for an infrastructure supplier is to heighten its revenues by reducing the 

number of SLA breaches and, laterally, reducing the TCO. This is a difficult aim 

because of the clashing nature of the two factors (Wang et al., 2013). On the other 

hand, the accomplishment of SLAs would certainly make the supplier provide 

excessive hosted services (in order to handle the maximum probable workload 

claim), thereby raising the TCO by investment, functioning and energy utilisation 
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expenses. Also, the decline of TCO (with regard to energy utilisation expenses) 

would cause the supplier’s under-provision of hosted services, resulting in higher 

chances of breaching certain SLAs (Wang et al., 2013). 

Resource Management Monitoring 

It is contended that energy expenses are among the most essential aspects 

influencing TCO and that this effect will develop overtime because of the escalation 

of electricity expenses. Thus, the decline of functional expenses is often followed by 

the decline of the extent of energy consumed by the physical resources of the data 

centre.  However, this reduction should be examined from a monitoring perspective. 

Different methods that focus on decreasing the extent of electrical energy used by 

the physical infrastructure hiding the IaaS substrate are already available. These 

extend from energy-adept hardware and energy-wise composition techniques to 

server fortification, whereby several virtual devices work on the same material 

resource (Basu et al., 2017).  Furthermore, VM migration through live operations can 

be used to aggressively combine VMs dwelling on several under-applied servers 

onto a single server, so that the rest of the servers can be positioned into an energy-

saving mode. However, these methods alone are not adequate to assure application 

performance necessities because of the complications of cloud computing systems, 

where: (1) system resources must be actively and erratically shared among many 

autonomous applications; (2) the needs of every application must be met in order to 

avoid economical fines; (3) the tasks of every application are usually modified over 

time; (4) applications may stretch over several computing nodes; and (5) system 

resources will most likely be appropriated globally. In light of this view, an 

assessment of how resources are managed in order to meet the dynamic needs of 

the cloud computing platform is important.  

Cost Management 

The eventual aim for a cloud service provider is to maximise its revenues. Apart from 

diminishing the number of SLA breaches (which eventually leads to a decline in the 

amount of fiscal fine probably paid to the service consumer), one way to boost 

revenues is to curtail the total cost of ownership (TCO), which includes capital and 

managerial expenses (Saccani et al., 2017).  
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Cost from Consumer’s Perspective  

As per the consumer’s outlook, this research considers the models of costing for 

consumers that are endorsed by providers. According to Piraghaj et al. (2017), cloud 

computing offers a costing version, i.e. pay for use of computing resources 

temporarily when necessary and discharge them when not necessary. Thus, in this 

manner, one can discharge devices and depositories when they are not necessary 

anymore (Piraghaj et al., 2017). For example, Elastic Compute Cloud (EC2) from 

Amazon Web Services (AWS) is found to show significant speed as part of their 

services to enhance reliability of the operations. Amazon’s Scalable Storage Service 

prices additional charges every month based on the storage requirements or 

bandwidth requirements to transfer data via the Amazon cloud platform through the 

internet.  Thus, Amazon declares that by numerically multiplexing several cases on a 

single physical device, it can be leased to several customers to enhance reliability 

and interoperability (Piraghaj et al., 2017). 

Piraghaj et al. (2017) refer to this technique of costing as ‘pay as you go’. For 

example, if one buys hours from a specific cloud computing platform, they can be 

allocated sporadically in time within the networking society; that is to say, one could 

use 200 server hours on one day and no server hours on another but pay only for 

what was used. Despite the fact that the pay as you go system could be more costly 

than purchasing a corresponding server within the same time frame, Piraghaj et al. 

(2017) contend that the expense is outweighed by the cloud computing advantages 

of elasticity and transfer of risk. In terms of elasticity in cloud computing, the capacity 

to accumulate or deduct resources at the level of one server at a time, together with 

used time of minutes instead of hours or weeks, allows more personal correlation of 

resources with workload (Piraghaj et al., 2017). The server application of the real 

world ranges from 5% to 20% (Hameed et al., 2016). This appears to be significantly 

less, but it is a declaration that the typical workload for several services surpasses 

the aspect limit. Certain users purposely indicate a peak lower than anticipated, as 

they must stipulate the maximum. However, correspondingly, they permit resources 

to be unproductive during the non-peak times. 

This leads to a lack of clear use of resources (Piraghaj et al., 2017). There are other 

versions accessible in the market from the consumer’s perspective. They have 
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chosen one out of three models: tiered pricing, per-unit pricing and subscription-

based pricing (Lee, 2019). Amazon cloud has embraced the tiered pricing version, 

whereby cloud services are provided in many tiers and each tier offers permanent 

computing particularisations (i.e. memory distribution, CPU kind, speed etc.) and 

SLA (Service Level Agreement) at a particular cost per unit time (Lee, 2019). Per-

unit pricing is often utilised with data transfer and memory application (Lee, 2019). 

GoGrid Cloud provision utilises the main-memory distribution, where they designate 

RAM per hour as the utilisation unit for their structure (GoGrid, 2012). This procedure 

is more flexible than tiered pricing as it permits users to appropriate the memory 

position according to their requirements. Lastly, the subscription-based version is 

usually used for SaaS. This version lets the consumers envision their recurrent costs 

in using cloud computing (Lee, 2019). 

2.9 Cost from Provider’s Perspective  

With regard to business, along with allowing for the cost of cloud computing, the 

significance of being familiar with the cost of offering cloud computing services for 

several reasons. Primarily, there is a probability that firms cannot relocate to public 

cloud as per law. Thus, the utilisation of private clouds becomes more essential. 

Furthermore, if firms begin a private cloud once, they could again lease its extra IT 

space. Hence, it is favourable for firms to be familiar with the expenses of having a 

private cloud. A few investigators have operated with the cost of cloud data centres. 

Shuja et al. (2016) explain how to decrease the expenses of the cloud data centre by 

recalling the cost of servers, infrastructure, power and networking. They say that 

expenses can be minimised by operating data centres in cooler conditions to 

minimise cooling costs and constructing micro data centres to decrease bandwidth 

expenses (Shuja et al., 2016). 

Khajeh-Hosseini et al. (2010), in their examination of cloud migration, discuss the 

third-party cloud infrastructure. They state that if the third-party cloud infrastructure is 

introduced, it provides several options for firms to enhance the administration of 

revenue and outflow from the perspective of both the organisation and its customers. 

It also facilitates cash flow management for the customers, since the cloud pricing 

version has a basic direct cost and monthly charges. These are the advantages of 

using a cloud computing platform in contrast to the in-house hardware, as it can be 
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expensive to purchase hardware and the associated maintenance of such platforms 

can be considered as more expensive and time consuming. Together with that, 

energy expenses will also decrease, as an individual is not operating his or her own 

data centre, but a third-party cloud is accountable for that. 

The cloud infrastructure is also quite beneficial for the finance division of the firm in 

terms of decreasing the burden of administration. Third-party cloud infrastructure 

gives new pricing versions, which aid in directing compensation for customers, sales 

and marketing employees (Khajeh-Hosseini et al., 2010). Khajeh-Hosseini et al. 

(2010a) argue that cloud computing is a disruptive technology form that is ready to 

transform how IT systems in firms are redistributed due to its inexpensive, easy and 

scalable characteristics. Shuja et al. (2016) contend that a similar set of 

characteristics can be applicable to personal cloud computing platforms, as there are 

similar arguments of scalability, simplicity and associated lowering of cost. Cloud 

computing can be quite inexpensive in contrast to purchasing and preserving in-

house data storage, as it reduces the need for assistance related problems because 

there is no physical infrastructure to preserve. Nevertheless, there are several social 

and technical problems that should be considered before relocating to the cloud 

(Khajeh-Hosseini, 2010a). 

In any firm, bottom level managerial costs can be significantly high, usually much 

more than raw hardware expenses, as the departments are dispersed through the 

building. With the assistance of the cloud, firms can discharge three types of low-

level administration. First is system infrastructure, which comprises hardware 

preservation, extra components and accumulation of new devices, and the 

infrastructure software is tended to by the cloud. Secondly, after firms outline the 

backup procedure, the cloud supplier is in charge of implementing it. Finally, a sole 

application is set up once and becomes accessible to all approved users. However, 

the administration of the application - i.e. application assistance, improvement 

problems and user management - is not included, as transferring to the cloud does 

not modify much in these tasks. It is essential to remember that the low-level 

expenses can occasionally be more than the overall expense for the cloud service 

(Mazumdar and Pranzo, 2017). 
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Server power is costly because of methods such as cooling and alternative overhead 

power utilisations. If linked together, they can correspond to the cost of one 

conventional server. Cloud suppliers can perform much better than ordinary server 

centres, as they have superior management of voltage alterations, cooler 

surroundings, better cooling and lower electricity proportions (cloud vendors seem to 

gather near hydropower). Cloud suppliers are also often situated where real estate is 

inexpensive (Mazumdar and Pranzo, 2017). Moreover in the article, deliberated over 

three primary cost drivers of biomedical firms and how they are impacted by the 

cloud computing technology. They consider system management, unproductive 

potential, power utilisation and facilities (Mazumdar and Pranzo, 2017). 

According to Singh and Chana (2016), extant literature on cloud computing has 

focused on privacy and security issues much more when compared to other QoS 

parameters. This is largely attributed to the dominant use of personal cloud as a key 

storage space for users when compared to cloud storage.  Wang et al. (2011) further 

identify that there is a consistent movement in data from user owned desktops to 

dedicated personal storage spaces. However, the growth potential of this market is 

also strongly impacted by concerns of privacy and security.  Feng et al. (2010) 

contend that a focus on cloud storage systems is not presented with novel security 

and privacy threats, which slows down and impedes rate of adoption.  Rao and 

Selvamani (2015) argues that while most research on security and privacy analysis 

focuses on enterprise cloud adoption, there is a significant impact on end user (i.e. 

customer) privacy and exposure of private documents as documented by the recent 

Google cyber-attack in 2009 (Costigan and Perry, 2016) and access control 

enforcement problems (Vascellaro, 2012).  

Over the last few years there has been a considerable increase in the number of 

high-profile hacking cases where large well-known cloud computing organisations 

have been targeted by malicious individuals and groups seeking to access their 

highly valuable customer’s data.  In some cases, this has been to make a political 

point (The Economist, 2011) in order to release information that some felt should 

have been widely available in the public domain.  In other cases, this was to 

deliberately harvest financial details with the express purpose of making fraudulent 

transactions (The Times, 2011).  From these press reports it seems there is a level 
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of naivety amongst many cloud consumer’s individuals and cloud services providers’ 

firms as to the importance of maintain the integrity of data and ensuring that it is held 

safely and securely.  It raises the obvious question – if large brand name 

organisations such as Sony and Stratfor (BBC, 2011; BBC, 2012) are unable to 

prevent breaches of data stored in cloud, then how do small organisations cope?  

However, as society becomes increasingly reliant on technology it is suggested that 

this is something that organisations should be considering as a matter of urgency, 

regardless of their size.   

Despite the bleak (miserable) picture painted by some journalistic reports, many 

leading IT and IS professionals and academics have been giving the matter deep 

consideration (Kajava et al, 2010). 

Adisa and Rose (2013) indicate that though information security in Cloud can be 

promoted, their ability to grow and sustain growth as part of the cloud community is 

possible only if it is considered as a change wave. 

Ntouskas et al. (2012) establish that small and medium cloud service providers, 

though an important part of the European digital economy, are identified as a weak 

link in maintaining data security. The authors parameterise an open collaborative 

environment to present a cost-effective tool for self-management of security. 

However, the authors also conclude that such a method does not consider usability 

and accessibility features. The following research article examines the need to 

assess the effectiveness of information security in CSP. 

Lee (2012) states that usually cyber security is concerned about data protection and 

systems from external attacks. It was revealed that 44.4% cyber security attacks 

were done by insiders, but these attacks were prone to human error. About 42.3% 

data breach or cyber security incidents were due to outsiders’ malicious actions. In 

addition to this, locally policy implemented was found to be inadequate. 

Furthermore, Ifenido et al. (2012), in their examination of cloud data security 

compliance from the perspective of planned behaviour, indicate that the lack of 

awareness about cloud data security among CSP is largely associated with limited 

management of the information security as a change process, and limited efforts to 

promote continuous organisational learning. 
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According to Rebolloet al. (2015), the term information security for cloud or 

(Icloudsec) “describes activities that relate to the protection of information and 

information infrastructure assets stored in cloud against the risks of loss, misuse, 

disclosure or damage”.  Chang et al. (2017) adopts a slightly wider perspective and 

describes cloud information security as the protection of “information and information 

systems of cloud from unauthorised access, use, disclosure, disruption, modification, 

perusal, inspection, recording or destruction”.  A further somewhat narrow definition 

is put forward by Sen (2015) who suggests that in its most fundamental form, 

information security is “the protection of data against unauthorized access”.  He 

argues that this is in fact the common denominator amongst all cloud information 

security management systems because it is almost invariably unauthorised access 

(deliberate or otherwise) which is the root cause of information security failure and 

subsequent damage or loss.   

According to Yi et al. (2015), security and privacy concerns are primary issues which 

impede cloud adoption by organisations.  Shi and Dustdar (2016) identifies that the 

enterprise switching to cloud computing models was largely dependent on privileged 

user access, regulatory compliance, data location and data segregation, recovery 

and viability as key concerns.  Kresimir et al. (2010), in their assessment of security 

concerns of cloud computing, contend that the adoption by small organisations is 

hindered by security concerns more than quality parameters and that data integrity, 

payment and privacy are the key factors. Grobauer et al. (2011), in their discussion 

of the security vulnerability of cloud platforms, contend that a detailed assessment of 

security threats is required and that an assessment of threats should be categorised. 

The authors proposed the categorisation of vulnerabilities into technology specific, 

cloud specific and security control specific. Morsy et al. (2010), on the other hand, 

contend that the investigation of cloud computing identified security challenges which 

are unique to different stakeholders and thereby suggest the assessment of security 

challenges from the perspective of cloud architecture, cloud stakeholders and cloud 

service delivery perspective. Hu et al. (2010) evaluated four cloud storage systems 

including Dropbox, CrashPlan, Mozy and Carbonite. The authors concluded that an 

assessment of security of these customer storage decisions did not identify any 

guarantee for data integrity, nor was there any assumption of liability in cases of data 

security breach.  
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Concurrently, the findings of Yan et al. (2016) show that the availability of cloud 

computing is highly destroyed by Distributed Denial of Service (DDoS) and Denial of 

Service (DoS) attacks. Both attacks are intended to make the network resource or 

machine unavailable. The difference between two is that while the source of DDoS 

attacks is more than two persons, the source of DoS attacks is one person or 

system.  

2.10 Review of recent studies on QoS perception of personal cloud storage 

One of the important studies on QoS perception of personal cloud storage was 

performed by Dai et al. (2017). Dai et al. (2017) compared and evaluated the 

personal cloud storage products (PCSPs) in the Chinese market in order to identify 

the gap between them for promoting their service level. The results of the study 

revealed that storage space, file editing and fast transmission speed were identified 

by Chinese customers as key concerns while choosing personal cloud storage 

products. This means that the study of Dai et al. (2017) highlighted the effect of 

usability and responsiveness on customer perception of QoS in personal cloud 

services.  

Similarly, Wu et al. (2017) reviewed the customer switching behaviour in personal 

cloud storage services in the Chinese market. The study focused on how risk, trust, 

switching cost and social influences influenced customer switching behaviour in 

Chinese personal cloud storage market. The importance of the study was that it shed 

light on how crucial risk, trust, switching cost and social influences were in customer 

perception of QoS in personal cloud storage services by determining their effect on 

switching behaviour. The results of Wu et al. (2017) identified that risk, trust, critical 

mass, switching cost, and social norm influenced customer attitude towards personal 

cloud storage services. The implication of this is that factors such as critical mass, 

switching cost, and social norms have strong influence on customer attitude towards 

personal cloud storage services.    

The implication of the emergence of Mobile Cloud Computing on QoS perception in 

personal cloud services was an important area of research that attracted 

considerable attention in the last few years. The prominence of mobile cloud 

computing is on the rise due to the high utility and accessibility of mobile cloud 
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computing. However, QoS in mobile cloud computing is undermined by deficiencies 

in the handoff process. The reason for this is that the handoff process has a 

significant influence on mobile computing performance and hence plays a critical role 

in QoS provisioning in personal cloud storage services. One of the mechanisms 

outlined by Liao et al. (2016) for streamlining handoff in mobile cloud computing was 

the dual mode self-adaption handoff mechanism. This mechanism helped in 

reducing bandwidth consumption and in improving quality of handoff which in turn 

contributed to QoS provisioning. Likewise, Qi et al. (2016) outlined a multi-service 

handoff mechanism for reducing the redundant signaling problem in mobile cloud 

computing which adversely affected mobile cloud computing performance. The multi-

service handoff mechanism was identified to energy efficient and facilitated 

seamless handoff. The implication of these studies is that they shed light on the 

challenge posed by ineffective handover in mobile cloud computing and its effect on 

QoS perception in personal cloud services.  

Security and privacy provisions in mobile cloud computing setting have also 

influence on QoS provisioning. For instance, Xu et al. (2016) note that mobile 

authentication during the handover process in mobile cloud computing needs to be 

conducted in an anonymous and secure manner to ensure QoS. Similarly, delay in a 

handover in mobile cloud computing is another factor influencing QoS provisioning 

as end-to-end delay in mobile cloud computing has a significant influence on QoS. 

This means that mobile cloud computing services that deliver lower end-to-end delay 

would have higher QoS provisioning. On the hand, longer end-to-end delay delays in 

a handoff in mobile cloud computing adversely affect QoS provisioning.  

For instance, the study of Razaque et al. (2017) developed a framework for 

assessing QoS in Mobile Cloud Computing with the help of Secure Seamless Fast 

Handoff (SSFH) scheme. Razaque et al. (2017) identified seamless handoff between 

mobile and cloud infrastructure as a determinant of QoS in Mobile Cloud Computing 

services. This indicates that seamless handoff between mobile and cloud 

infrastructure need to be considered while reviewing the QoS of cloud computing 

services as personal cloud storage services are increasingly offering mobile access. 

However, seamless handoff in mobile cloud computing can be considered as an 

extension of the responsiveness construct of QoS.  
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Another important factor to consider while assessing QoS perception in personal 

cloud storage services is the implication of privacy awareness of customers. For 

instance, Wang et al. (2017) developed a model for cloud service evaluation using 

trust and privacy awareness of users and used the concept of time decay of trust 

and used decay time and transaction amount to determine customer trust in personal 

cloud storage services. The study indicates that time decay of trust needs to be 

considered in the study while evaluating user trust towards personal cloud storage 

services.  

2.11 QoS Perception of personal cloud storage users in the aftermath of GDPR 
regulations 

The General Data Protection Regulation [GDPR] came to exist in the European Union on 

2018 May 25.  The GDPR has replaced the EU Data Protection Directive which was adopted 

in 1995. Regarding the Quality of Service [QoS] especially in the cloud storages, the people 

would be able to protect their right from the misuse of the personal information.  Moreover, 

throughout Europe, there will be a unified law for all the people concerning the protection of 

information. The customers of the cloud storage will be able to enjoy high security and 

protection for their data, and these types of security and protection are assured by 

many of the storage companies including Google in the realm of Google Cloud 

services for the customers (Li et al., 2019).  

Data protection by design and by default is a measure included in the GDPR, and 

according to this, the protection and safeguards of the customers’ information are 

ensured as a defaulted responsibility of the storage app builders and the information 

can only be accessed by the informed consent. Hence, it can say after the 

implementation of GDPR regulations, the privacy of customers’ information is highly 

concerned by the companies.  In the case of Google, the security and safeguard of 

customers’ information became the highest priority after the implementation of 

GDPR (Hoofnagle et al., 2019). For ensuring the security of the customers’ 

information, Google appointed few professionals who are experts in the areas of 

privacy and security.  Furthermore, Google sought the aid of lawyers, public policy 

experts and regulatory compliance professionals to look after the safety and security 

of the customer’s information.  The integration of these professionals in the storage 
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security allows the Google to go on with the regulations of GDPR and thereby 

security of the customers’ information (Suhag, 2020).    

As per the understanding of Sullivian (2019), unlike before, the GDPR regulations 

bring complete data protection of the people, and the companies in the European 

Union has the responsibility to abide the GDPR regulations.  Among the total stored 

information of the customers, a large part of the information was sensitive (De Hert 

and Papakonstantinou, 2016), and before the implementation of GDPR, the 

protection of this information was a challenging task for the companies. However, the 

arrival GDPR regulations allowed the companies to ensure the safety and security of 

the customers’ information. The GDPR regulations highlighted the probabilities of a 

large number of penalties if the companies do not go on with the GDPR (Graham 

and Dutton, 2019) 

The implementation of GDPR created a state of seriousness among the storage 

service companies, and as part of it the companies began to follow the regulation 

namely ‘Data protection by design and by default’. It was found that the top and 

middle leaders of the companies are ignorant about the number of storage apps that 

are currently used by the companies (Kumar and Reinartz, 2018). However, the 

introduction of GDPR forced the leaders to be aware and concerned about all the 

things regarding the storage services and this ultimately ensure the safety and 

security of the customers’’ information (Graham and Dutton, 2019).  

2.12 Impact of Time decay of trust on GDPR regulations 

It was found that the people of the United Kingdom especially one out of five 

members had complete trust in the organisations regarding the protection of their 

personal information (Carey, 2018). The GDPR assured the sensitive European 

Union customers to protect the right of secured personal information while 

integrating with any actions of the organisation (Hoofnagle et al., 2019). 

Many of the companies began to change the yet existed privacy system and started 

to co-opt the new GDPR regulations. However, unlike the beginning, there have 

been changed impacts from the GDPR integration and the changing time can be 

considered as a major reason for that (Lund, 2021). As part of this, the end users 

were tired of plenty of received messages in the form of consent. The end users 
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have been mess up with the uncountable numbers of consent messages.  Besides 

this, there have been phishing issues due to the GDPR integration by the 

companies.  The phishing was not anticipated while beginning of GDPR (Hoofnagle 

et al., 2019).  

Even though GDPR covered the protection of personal information of the people of 

the European Union, the time taught that the regulation would not be covering some 

of the important security aspects of the countries.  Importantly, it was identified that 

the national security of the European Union nations had not been covered in the 

GDPR regulations (Li et al., 2019). Likewise, the other aspects of the countries like 

the justice system, police system and military have not been covered in the GDPR. 

Apart from these, it is found that in the GDPR regulations, scientific analysis and 

statistical assessment were not considered (Graham and Dutton, 2019).     

According to Ooijen and Vrabec (2019), the GDPR regulations generated 

acceptance and at the same time contradictions, and many numbers of amendments 

have proposed after considering the controversy of GDPR. A big controversy against 

the GDPR was the necessary cost for the integration. It was expected the companies 

of the United States required around 42 billion USD for the GDPR integration. 

Likewise, the companies of the European Union has required around 200 billion 

Euros for the GDPR integration. It is identified that for the large companies like 

Google, Facebook, the integration of GDPR could not be a financial burden. 

However, for the medium and small-scale business firms, GDPR will be a big 

financial burden (Presthus and Sørum, 2019). Some of the companies did not have 

the proper understanding and knowledge related to the GDPR, and this created a 

suspicion among them to incorporate the regulatory measures.  However, some of 

the companies were well aware of the GDPR, and that is too two years before the 

implementation. These companies were well enjoyed to comply with the GDPR 

regulations (Li et al., 2019). 

The big business firms were highly supportive of the GDPR because it will be a big 

contribution to the data management system.  Some of the companies anticipated 

that GDPR would be a positive initiative for the internet system (Clarke and Furnell, 

2020).    
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2.13 Service Quality and Cloud Service Quality    

The SERVQUAL model was developed by Parasuraman (Kansra and Jha. 2016) 

and is the most commonly used approach to measure service quality to compare the 

expectations of consumers before a service encounter and an examination of the 

actual services delivered. The SERVQUAL instrument has helped measure the 

customer perception of service quality by adopting a five generic dimension or factor 

approach (Rodrigues et al., 2017), including: 

Tangibility: Tangible factors including physical facilities, equipment and personal 

appearance. 

Reliability: The ability to perform a given service in a dependent and accurate 

manner. 

Responsiveness: Willingness to provide the necessary services to the customers. 

Assurance: The employee knowledge, competence and credibility in providing 

service and instilling customer trust and confidence. 

Empathy: Communication, understanding customer needs and access. 

According to Yin et al. (2016), there is a significant positive relationship between the 

quality of service provided and the behavioural intention of the consumer, including 

greater loyalty and willingness to remain with the service.  Extant literature has also 

linked service quality to outcomes like customer satisfaction (Chenetet al.,2010), 

trust (Gai et al., 2016) and commitment (Manuel, 2015). This is observed in the 

following figure. 
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Figure 2.4: SERVQUAL 

                               Source: Adapted from Kansra. and Jha. (2016) 

However, as Samimi et al. (2016) states, the provision of e-services includes the key 

element of technology and the lack of personal contact in the fulfilment of services. 

Extant literature, in the assessment of technology readiness of consumers (Gutierrez 

et al., 2015) and consumer-technology interaction in terms of advanced products 

(Bahrami and Singhal, 2015), indicates that there are differences in consumer 

perspectives while consuming e-services. Therefore, the service quality framework 

stated before may not hold the same level of validity.  Therefore, the researchers 

have examined the relevance of the SERVQUAL framework in an electronic-service 

environment.   

Liu et al. (2018) identify that e-service quality is linked to dimensions of ease of use, 

aesthetic design, security and speed of performance. Mohammed et al. (2016), on 

the other hand, identify the importance of performance, access, security, sensation 

and information. Berl et al. (2010) highlight the importance of responsiveness, 

reliability, functionality and enjoyment, while Wang (2013) indicate the importance of 

usability, security, accuracy, accessibility, timeliness, fairness and information 

sharing. Kansra and Jha (2016) identified that service quality includes efficiency, 

system availability, privacy and fulfilment as the key parameters. 
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Recently, the SERVQUAL model was used by Zheng et al. (2013) to identify the 

QoS in the cloud. The authors proposed a CLOUDQUAL model based on six 

dimensions of service quality, including usability, availability, reliability, 

responsiveness, security and elasticity. This model is derived from the e-SERVQUAL 

model and presents a clear framework for QoS assessment. However, as argued by 

Fiedler et al. (2010), the assessment of quality of experience in an e-service 

environment requires the assessment of the subjective views of the customer. In 

light of this view, the research will adopt the six dimensions of Zhang et al. (2013) by 

identifying subjective assessment measures rather than objective views.  

Another factor which needs to be highlighted is the significant focus on the functional 

parameters of service quality in cloud computing. As Zhang et al. (2013) argue, 

functional parameters relate to the six dimensions of service which are highlighted 

through clear metrics. Many of these metrics were discussed in section 2.4 of this 

research.  Zheng (2014) argues that non-functional properties detail the performance 

of a service by highlighting the example of Amazon which guarantees an uptime 

percentage of 99.9%. This clearly speaks to brand perception of the product. 

Similarly, Kumar (2012) contends that Dropbox has a clear service level agreement 

which is simple and aims at enhancing user understanding of the agreement. 

Furthermore, unlike Amazon, Dropbox assumes the burden of proof when it comes 

to SLA agreements. Therefore, the current research contends that the assessment 

framework should consider non-functional parameters including perceived value, 

user motivation and brand perception as determinants of QoS.   

2.14 Privacy Related Theories: General Deterrence Theory (GDT) 

According to Yang et al. (2018), the use of GDT is to mitigate threats to reduce the 

risk of using the IS product through deterrence, prevention, detection and remedy 

techniques.  These dimensions are discussed below. 

Remedy: Apel and Nagin (2011) contend that there are three distinct categories of 

remedy including none, internal and external actions.  

Deterrence: Whitman (2004) argues that the goal of deterrent efforts is to ensure that 

there is disincentive (discouragement) for IS abusers, to deter them from engaging in 

illegal activities. These are often considered as passive techniques and are largely 
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dependent on the compliance of the user with no clear mechanisms for effective 

implementation (Straub and Welke, 1998).  

Prevention: According to Kankahalli et al. (2003), the use of preventive control is vital 

in enhancing protection against attack. Whitman (2004) contends that the prevention 

strategies including promotion of security services for the IS.  

Detection: Straub and Nance (1990) contend that detection involves the attempt to 

discover a security breach.  Probst et al. (2012) indicate that penetration testing and 

vulnerability assessment are key methods to enhance security challenge detection. 

These parameters form the basis of GDT and can be used to identify threats to 

security as presented in the following figure. 

                                           

 

Figure 2.5: GDT Theory 

Source: Adapted from Na et al. (2010) 

Tian et al. (2011) contend that while companies and governments possess the ability 

and competence to enhance security in cloud storage, the promotion of the same for 

personal cloud is moderately more difficult. In their framework, they indicate that 

personalisation of cloud security is possible. Na et al. (2010) contend that it is 

common practice for consumer cloud storage services to offer a service guarantee. 

Furthermore, it is argued that the assessment of consumer willingness to store data, 
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the consumer acceptance of law enforcement monitoring and the consumer 

understanding of privacy agreements are key parameters to be considered. 

2.15 Summary 

The purpose of this chapter was to present a detailed background literature on the 

research topic. From the above chapter, the following key conclusions are arrived at. 

• The focus of this research is on personal cloud storage or customer cloud 

storage which uses an IaaS or a SaaS service model and a public deployment 

model. 

• The research on personal cloud computing has focused on efficiency of 

performance and benchmarking of the functional parameters of customer 

cloud storage to identify different results. However, there has been limited 

focus on comprehensive QoS assessment and lack of focus on non-functional 

parameters, especially in the personal cloud storage arena. 

• Security and privacy concerns are the most important parameters governing 

cloud storage adoption and most research in this area addresses enterprise 

level privacy and risk assessment. This identifies a need for personal cloud 

privacy and security assessment. 

• The next chapter will provides a detailed outline conceptual framework of the 

current study.  
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Chapter Three: Conceptual Framework 

3.1 Introduction 

In the last chapter, literature reviews were the key discussion. As part of this, various 

dimensions of cloud computing, models and cloud computing basics were discussed. 

An analysis of personal cloud storage also conducted. On-demand services, broad 

network access. pooling of resources, elasticity and measurement of services are 

some of the characteristics of cloud computing.  Technology acceptance model and 

Extended TAM model were discussed as cloud computing models.  It was 

understood the features and characteristics of personal cloud storage platforms. The 

capability of utility factors on cloud storage adoption was understood. Although cloud 

storage adoption brings benefits, the particular have privacy and security concerns 

for the people, like personal data. Likewise, network lose is an important threat to 

cloud computing technology adoption. An exclusive discussion was conducted in 

chapter two by considering Service Quality and Cloud Service Quality. 

The third chapter will discuss the theoretical basis of the research by highlighting the 

relevant theories and the association between the theories and the research focus, 

and will thereby identify the research gap and the study theoretical framework.  

3.2 Research Framework 

Monitoring instruments are necessary in preserving QoS and maintaining the 

performance of an application. Because of the complications of the Cloud Service 

Stack and the dependence on a series of infrastructure apparatus (network, 

depository or storage and calculative resources) in the formation of a cloud, there 

are several monitoring difficulties which need to be overcome (Katsaros et al., 2011). 

Monitoring of dispersed structures and network is quite an old field of research 

(Zhang et al., 2010) and in cloud computing many providers examine multiple 

monitoring methods. The monitoring of cloud resources, stages and applications 

requires varied instruments and methods. It is observed that data from the dynamic 

character of a cloud settings platform and application performance metrics is tough 

to collect and monitor in the more progressive cloud deployment models, such as 

hybrid clouds. In light of such view, it can be argued that key factors associated with 



 
 

70 

QoS include the factors like to flexibility, elasticity and provision of required 

parameters.  

Many cloud customers have specific restrictions regarding the legal boundaries in 

which their data or application can be hosted (Schubert et al., 2010). Supplying 

resources in specific geographic locations to meet regulations in place of those 

customers is an essential issue for a provider who wants to serve them. These 

regulations may be legal (e.g. an existing legislation specifying that public data must 

be in the geographic boundaries of a state or country), or defined by companies’ 

internal policies (Calheiros et al., 2012a). Cloud interoperability provides an 

opportunity for the provider to identify another provider able to meet the regulations 

due to the location of its data centre. Therefore, the provision of cloud computing 

needs to be examined from a privacy provision perspective.  

Another key performance linked metric can be the role of cost as a key factor. Kune 

et al. (2016) explore the Amazon data depository service S3 for scientific data 

exhaustive applications. According to them, S3 accumulates at one pricing strategy 

for all three data features, i.e. high endurance, high accessibility and quick access; 

most applications do not require everything to be amalgamated. For instance, an 

archival depository does need endurance but can exist with lower availability and 

access accomplishment. Thus, it is recommended that S3 should offer services 

using several restricted classes of service so that users may select their personal 

endurance, availability and access performance blend to improve costs (Kune et al., 

2016). Thus, the expense is higher with depository service group 

endurance/availability/access performance all at once. Nevertheless, this is a 

problem only for big firms, while medium and small-scale firms are not impacted by it 

as they also receive cost advantages. They say that as of now, cloud provisions are 

most appealing for small and medium-sized firms and most customers of clouds are 

small firms (Lubinsky and Boris, 2009). The explanation for this is that smaller firms 

do not have the choice of expanding themselves into enormous data centres. Cost 

instability is a fundamental factor of cloud computing and when firms choose cost 

clarity, scalability and cost instability, a new argument and opportunity emerges 

(Qamar et al., 2010). Such similar trends are expected to extend to private clouds 

and should be considered as factors impacting QoS determination.  
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The focus of this section of the theoretical framework is to understand the factors 

impacting quality of service in personal cloud computing platforms from a non-

traditional QoS metrics platform.  According to Heart (2010), an examination of IT 

service quality requires a focus on partnership, trust, consumer perception of brand 

image and loyalty as key factors. The author arrived at a positive link between trust 

and partnership when considered in relation to a SaaS platform. Similarly, Zargar et 

al. (2013) argue that when there is use of control mechanisms in IT services, there is 

a positive link between trust, communication and cooperation within the relationship.  

The link between customer satisfaction and service quality has been explored by Ma 

et al. (2005), who examine IT service provision and contend that when there is an 

improvement in quality of service provided, there is an improvement in customer 

satisfaction, and that such an improvement can be moderated by the consumer 

perception of the brand image and brand communication platforms.  

However, it is important to examine how service quality and loyalty are linked, 

especially in the IT services sector. For instance, in general, perceptions of service 

quality are found to be positively linked to existing activity signals (Bhargava and 

Sun, 2008; Zeithmal et al., 2002).  Furthermore, Fan et al. (2009) also argue that the 

efforts that need to be undertaken in order to improve service quality should involve 

a clear assessment of how the brand is perceived by the customer. Such explicit 

signals of service quality like brand image perception positively impact consumer 

attitude and satisfaction with quality of service.  However, as argued by Reichheld 

and Schefter (2000), to gain customer loyalty and promote service quality it is 

important to gain their trust through good service provision. Furthermore, Rosanas 

and Velila (2003) contend that the continued use of a particular service or product 

will come about only if and when customer trust is gained. Therefore, customer 

perception of service quality, while impacting brand loyalty, is also dependent on 

customer perception of trust.  

On the other hand, Liu et al. (2009) identify that customer perception of service 

quality can be linked to satisfaction with prior experience of IT services. Bardhan et 

al. (2010) also indicate that IT service providers often work to increase quality 

assurance by examining the methods which can help contribute to improvements in 

design and delivery. Lyons et al. (2012) examine the role of service quality and 
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customer satisfaction by linking the same to consumer perceptions of the type of 

service provided, especially in two-pricing models. Since most personal cloud 

service platforms adopt such a freemium approach, the views of Lyons et al. (2012) 

can be considered to have considerable significance to the current research. The 

authors identify that when there are two types of pricing system for a similar service, 

the customer patronage of the service and the expectation of quality from the service 

are dependent on what they believe can be accessed at a lower cost. Similarly, 

Wagner and Hess (2013), in their examination of digital music platforms, contend 

that the presence of free versions often have a negative impact on user intention to 

pay for premium versions. However, the authors also contend that users often have 

limited expectations from free versions, and do not react negatively when there is a 

service failure. Therefore, customer satisfaction and quality of service can be linked 

to customer expectations and customer trust.  

According to extant literature (Lockett et al., 2011), the importance of partnership as 

a key aspect of service quality is well examined in the IT service industry. Chen et al. 

(2015) indicate that when there is a healthy partnership between service providers 

and the firms which undertake the service, then there is better provision of service 

quality. Garrison et al. (2015) also argue that there are multiple factors which affect 

the type of working partnership that is existent between firms and service providers, 

including communication, cooperation and conflict resolution. Ou et al. (2014) 

contend that such partnerships can extend beyond services provided to a firm to 

services provided to an individual. Therleksen (2015) argues that brand 

management and brand communication aim at establishing a personalised 

relationship between service providers and individuals. Therefore, the role of 

partnership can now be extended beyond firms to individuals and is considered a 

key focus of the current research.  Goo et al. (2007) indicate that the importance of 

partnership in IT services like the provision of application services has been 

moderate. For instance, the authors contend that the ASP providers and small firms, 

though they have a good relationship, often show polarised views with respect to risk 

taking.  As argued in this research, privacy and protection are key factors impacting 

customer expectations. In the light of such a view, the current research argues that 

personal cloud storage consumers may expect equal responsibility to promote 

privacy.  
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According to Zargar et al. (2013), since services are different from physical goods, it 

is important to understand the role of trustworthiness of the ASP and the willingness 

to provide services as a part of service quality. As Yang et al. (2018) argue, due to 

the imprecise nature of service provision and the lack of consistency in partnership 

requirements, the perception of the service provider as a partner can be considered 

as a key factor contributing to consumer service perception.  

From the above evidences, it is evident that both standard and non-standard QoS 

parameters can be linked to the provision of good quality of service on cloud 

computing platforms.  

From the above theoretical assessment, two primary areas of research gap are 

identified. 

a. There is a need for a comprehensive assessment of functional and non-

functional parameters of personal cloud storage QoS. 

b. There is a need for security and privacy assessment from the perspective of 

the consumer as well as from that of the personal cloud service provider as a 

key component of service provision.  

c. 3.3 Theoretical framework  

Based on the findings emerging from the review of recent literature, the conceptual 

framework is derived. The conceptual framework is given below.   
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and privacy element of enterprise cloud storage services determine user trust in 

enterprise cloud storage services and hence influence customer loyalty and 

commitment.   

The aforementioned conceptual framework depicted the contributory factors 

associated with Quality of Service, privacy and security. The framework illustrated 

security and privacy in the context of the organisation and the customer as well. The 

security was observed as a crucial element in the organisational aspects as it was 

embedded in the aspects of detecting the threats, incorporating preventive measures 

and remedies alongside the deterrence of the security concerns and privacy issues. 

The detection of privacy and security issues were perceived as an important aspect 

of instilling trust in the service utilisation. The security and privacy aspects with 

regard to the customer depicted the aspects of compliance to the GDPR regulations, 

the extent of service utilisation, knowledge about policy agreements, willingness to 

store and the adherence to prevailing legislations.  The customer’s compliance with 

the GDPR regulations and prevailing laws are a crucial factor in ensuring that the 

customers and service providers are bound together. Besides, the understanding of 

the privacy agreements plays a pivotal role in gaining perspectives on the extent of 

service options and its limitations as well. Moreover, the familiarity or magnitude of 

service utilisation is imperative in the intricacies of policies and contractual 

agreements involved.    

The conceptual framework further depicted the functional and non-functional aspects of the 

quality of services. The functional parameters depicted the aspects of reliability, availability 

and responsiveness. The availability and reliability were observed to be innate elements 

attributed to the overall functionality and quality of service offerings. The responsiveness; 

however, was deemed as an innate element that influenced the satisfaction of the customers 

and endorsed their loyalty and commitment towards the service offerings. Moreover, the 

functional parameters were observed to the primary influencers that invoked customer 

interests and affinity towards the service offerings. The non-functional elements associated 

with the quality of services were also crucial influencers in the customer’s adherence to the 

brands or service providers. This included parameters such as usability, elasticity, brand 

perception, user motivation, switching cost, perceived value, social norms and critical mass. 

The non-functional elements are often attained by the familiarity of the customers with the 
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service providers and are often indirectly associated with their utilisation experience. Besides, 

the non-functional influencers are perceived as key influencers in the customer’s inclination 

to sustain or cease the service offerings from a specific provider. Thus, the conceptual 

framework highlighted contributors of trust, loyalty and commitment though concerns 

associated with privacy, safety and quality of services.   

It can be understood from the conceptual framework that quality of service has a 

direct link with customer loyalty and customer satisfaction. As part of this, if the 

functional and non-functional parameters are adhering to the QoS, loyalty and 

satisfaction of customers could improve. Regarding the functional parameters, 

usability, responsibility and availability may matter for customers. Likewise, 

perceived-value is a non-functional parameter that also affects the loyalty and 

satisfaction of customers. In short, the QoS can determine the loyalty and 

satisfaction of customers with reference to cloud computing services. By considering 

this, the second hypothesis of the current study can be considered as true, as the 

quality of service would encourage customers to adopt the cloud storage service.  

3.4    Hypothesis 

H0:  Quality of Service will not affect cloud storage service adoption of the enterprise 

H1: Quality of Service will affect cloud storage service adoption of the enterprise 

3.5 Summary  

Through this chapter the researcher clearly deliberated the theoretical basis of the 

research by highlighting the relevant theories and the link between the theories and 

the research focus and also analyse the gap in the present study.  Moreover, the 

conceptual framework design outlines that the effect of Quality of Service on 

enterprise could storage service adoption.  
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Chapter Four: Research Methodology of the Study 

4.1 Introduction 

The research is that process which is mainly performed by an individual analysing a 

particular topic logically and systematically so that it will help in enhancing the 

knowledge level. In addition to this Neuman (2013) opines that the researches are 

those investigations, which are performed based on the observations and reasoning 

thus it will facilitate knowledge discovery. However, Mackey and Gass (2015) 

elucidate that the research study in the business and management context are 

mainly linked with one of the two situations. First one is associated with the 

development of a solution for the practical problems and is often referred to as 

applied research. The second one is linked with the academic theories, which are 

taking the role of pure research. Whereas while considering the researcher that are 

at doctoral levels they are purely evaluated based on the novelty and originality 

(Taylor et al., 2015). Further, such investigations are regarded as the applied 

research, pure research a combination of both the category. In addition to this, the 

notion of Lewis (2015) explains that the primary purpose of all research is to develop 

new insight from the existing ones and obtain a new interpretation of the predefined 

facts. Moreover, the research studies help in replicating the current studies in a 

deeper aspect or in interpreting the facts from a different perspective, which is 

capable of answering the research question (Silverman, 2016).   

Further, from the observation of Flick (2015) research study is always associated 

with the gathering of data and is all about theories and facts. Apart from this Chen 

(2011) while determining a design for conducting the research study, the 

philosophies are given higher importance as they play an essential role in completing 

the research study by clarifying the research design and facilitates the choice of an 

appropriate one. Moreover, there are different categories of research philosophies, 

and each is associated with specific research methods that are helpful in conducting 

the study.  

The current chapter details the various strategies and plans that have been adopted 

by the researcher in answering the research question that is systematically 

described in the research question. To achieve this several philosophical and 
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methodological ideas and concepts are utilised for conducting the qualitative 

research study. As per Kazdin (2011) having a detailed knowledge of the different 

research approaches will help the researcher in obtaining the approaches that are 

best suitable for the current study. Thus in this section, the researcher will be dealing 

with existing relevant theories and facts associated with the research methods that 

will be helpful for the researcher. Various existing studies and papers will be utilised 

by the researcher in obtaining a detailed overview of the research methods.  

Further, in the research study, the research methods hold a prominent role in the 

course of a research study (Brannen. 2017). Such that it is necessary to justify the 

selection of the research strategy, research approaches and the corresponding data 

collection methods that are associated with the epistemology of the research (Kitchin 

and Tate, 2013). In addition to this Carspecken (2013) opines that the research 

methodology is not actually what the chosen method is, but it is the justification to 

the decision which methods are appropriate to the context and why it is suitable 

when compared to others. Thus the section will focus on determining the proper 

research methods and state the relevant justifications.  

Further, the primary goal of this chapter is to detail the current study's research 

methodology which has been applied in this study. The chapter delves into the 

research design and data collection methods, and thus it incorporates a discussion 

of why the selected specific research method has been chosen in preference to 

others, as well as highlighting the advantages and challenges of utilising the chosen 

research instrument (Questionnaire Numerical) and Interviews (Non-Numerical). The 

chapter provides a summary of the various methods and approaches used and their 

justification. The current section will also detail the ethical considerations which are a 

part of the study.  

This research will be based on positivism research philosophy as it enables the 

adoption of the philosophical stance of the natural scientist and employs the 

deductive research approach in line with survey and interview research strategies for 

gathering the data. Thus the researcher will be utilising both the qualitative and 

quantitative research methods in completing the current research study. The present 

research is primarily involved with collecting primary data. Moreover, the primary 

data, in the case of the current study, is obtained via questionnaires and interviews. 
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A closed-ended questionnaire was used by the present research to gather the 

necessary quantitative primary data. The study also uses a semi-structured interview 

method to gather additional relevant primary data. Further, the quantitative data is 

analysed using SPSS software to arrive at underlying trends. The qualitative data will 

be evaluated with the effective utilisation of the thematic analysis to arrive at basic, 

organisational and global themes. Thus the chapter will provide a detailed 

description of the various methods that are adapted to conduct the study and will 

provide the justification for the reason of selecting the corresponding methods. 

4.2 Ontological and epistemology consideration 

Typical research is conducted based on the human knowledge of the topic. It is also 

based upon the nature of the problem, which provides a basis for the research 

process. It is a familiar doubt to arise while going through the research that why 

should one go through the philosophical position of the researcher (Angeli and 

Valanides, 2009). The understanding of the philosophical assumptions and 

statements that define how things in the world tend to exist is also considered to be 

an essential aspect one should know. Of note, Al-Ababneh, M. (2020) claim it is only 

through realising this truth or fact regarding the various phenomenon of the universe 

that one can draw ample knowledge to explain why these happen, whereupon these 

lead onto attaining either quantitative and qualitative information or both. 

Amendments to this knowledge related to what has been discussed above are to be 

made if needed. On this ground, there arise various philosophical assumptions that 

form part of a research activity where these are primarily governed by two concepts, 

namely, ontological and epistemological (Sherratt and Leicht, 2020). Thus, it can be 

logically ascertained that most of the debates among the philosophers are connected 

to the various aspects that come within the realm of these ontological and 

epistemological categories. Hence, these two concepts affect the philosophical 

stance significantly, which as well determine the way a research should progress on 

(Poucher et al., 2020). 

When specifically mentioning about the ontological perspective of a research study, 

this largely concerns with reality as it exists on earth, where only figures and facts 

are meant to be drawn and therefore, typically carry a quantitative understanding 

(Mkansi and Acheampong, 2012). Notably, positivism belongs to this branch of 
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philosophy and researchers adopting this strictly adhere to gathering knowledge of 

the various phenomena happening around without any tinge of interpretations or 

manipulations as such (Baumgartner et al., 2021).     

Research studies that rely on the Epistemological stance deal with the quality of the 

knowledge within the research scope (Sherratt and Leicht, 2020). This is unlike what 

can be seen with the ontological approach, and pertains to develop an 

understanding, which bears from human intellect, and where one can come across 

varied perspectives that adds to the qualitativeness of the study; in short, obtaining a 

qualitative rigour to the same (Brun and Doguoglu, 2016). 

Outside the realm of philosophers and philosophy, even the social and scientific 

researchers are connected to these two concepts of philosophy and so are their 

works. Hence it plays a major role in the methodology section of the research 

(Yilmaz, 2013). As elucidated by Sutton and Austin (2015), it is also assumed that 

the various philosophical assumptions a typical researcher takes within the context 

of their study, the training they had, will play a crucial role in determining the same. 

The understanding and awareness of the philosophical aspects connected to the 

research topic offer tremendous boost to the quality of the research. Moreover, the 

understanding of these philosophical aspects helps the researcher to induce 

creativity (Poucher et al., 2020). Further, the importance of these factors upon typical 

investigation cannot be overlooked. Where these branches of research philosophy 

come within the domain of Research Methodology, the latter is referred to as a set or 

a combination of techniques that can be employed to obtain relevant, as well as in-

depth insights into a specific issue (Rahi, 2017).  

The better understanding of the relation between these three concepts, those, being 

Ontology, Epistemology, and Research Methodology is a major requirement when 

the designing of any research has to be done (Leavy, 2017). A more profound 

knowledge of the research philosophies is provided by examination of ontological 

assumptions in detail. Considering the case of social research, these include 

constructionism, phenomenology, and subjectivism (Nelson and Cohn, 2015). 

Regarding the case of the present study, the topic is to understand the customer 

perception regarding the quality of service that can be availed through the personal 

cloud-storage, where firms providing these have included Google, Drop Box, and 
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OneDrive (Bogner and Menz, 2009). Through the selection of the ontology, it defines 

the way in which we consider the research topic. Considering the fact that there are 

mainly two types in which a typical research topic can be investigated, either 

objective or subjective, researchers can identify such by undertaking a critical 

analysis of the topic, whereupon they can omit approaches that are irrelevant to the 

nature of the study (Alharahsheh and Pius, 2020). For instance, if it is identified that 

a research project carries with it an objective nature, the person conducting the 

same can omit the opinion or perceptions from getting involved in the research topic 

and the research is completed entirely through the assessment of facts and figures 

(Idowu, 2016). Similarly, the subjective nature defines the method in which typical 

analysis is achieved by involving the opinions and perceptions of the researcher 

along with the study (Denzin et al., 2017).  

Through the type of ontology selected by the researcher, he/she defines the nature 

of reality within the context of the research topic. In this research, the researcher is 

considering the objective method for the ontological aspect of the study. For this 

research, the interpretivism aspect is selected for the conduction of the study (Ryan, 

2018). In this aspect, the opinions of the participants are considered by the 

researcher to understand customer satisfaction from the maintenance of the cloud 

services (Tuli, 2010). Through inducing an objective element of ontology, the 

researcher removes the personal opinions and considerations from the construction 

of the research. The research is entirely based on the perception of the research 

participants (Duff, 2018).  

While considering the case of epistemology, it defines the nature of the knowledge. 

Since the researcher chooses a subjective nature of the reality for the completion of 

the research, the kind of the type of data to is similar. Hence, the subjective quality of 

information is chosen for the study (Walls et al., 2011). Through the subjective 

nature of data, the researcher only has the role of collecting the required data for the 

research; he/she will not add their opinions and perceptions to the mix (He et al., 

2019).  

The epistemological aspect is considered to possess similarities with ontological 

elements considering human behaviour. Various epistemological interpretations 

consist of deduction of reasonable certainties (Jun and Fletcher, 2014). These 
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reasonable certainties are then mixed with multiple logical and mathematical 

components. The interpretivism philosophy is used by the researcher to understand 

the influence of the service quality on customer satisfaction (Rahi, 2017). The 

interpretive aspect of epistemology is found to assist the researcher in differentiating 

between personal disparities and socio-cultural aspects (Tuli, 2010). These aspects 

are then removed from the research to provide various observations connected to 

the research topic. One of the major problems to face through this method is the 

acknowledgement of multiple changes introduced by variations in perspectives 

(Alharahsheh and Pius, 2020).  

Considering the case of a realist person, they always enjoy the hard faces of truth 

rather than the sugar-coated lies. Hence they still prefer realities from social 

scenarios and physical aspects (Idowu, 2016). The realistic foundation within 

ontological research connected with post-positivism is evident. The ontology 

combined with post-positivism considerable relation with realism produces the 

required success through inducing innovations and contemporary knowledge 

(Jonassen and Land, 2012). The inability of humans to thoroughly understand the 

reality through the senses influences the post-positivist perspective regarding 

realism (Duff, 2018).  

The foundation of socio-cultural upbringing is these perceptions of reality. The social 

constructivism is directly connected with the ontological implications of post-

positivism (Jun and Fletcher, 2014). This social constructivism describes both the 

predictability of creative elements and free will. The objective understanding of 

societal developments and human interactions by classifying the same into 

predefined patterns and algorithms were argued by constructive social post-

positivism (Maxwell, 2014). The human resource management of the business 

aspect which contains synergy and correlation are significant functions that drive the 

progress and the sustainability of the organisation (Leavy, 2017).  

The epistemological aspect of post-positivism can be understood through 

relationships, knowledge transfer and scientific methodologies (Al-Ababneh, 2020). 

The independence between the research and the researcher produces the 

regularities and other various recurring patterns. According to Baumgartner et al. 

(2021), the continual analysis of the connection between the regularities and 
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connected with the social upbringing have resulted in the knowledge transfers within 

the post-positivists paradigms. Considering the case of epistemological aspect, the 

main focus is on whether the research uses observable phenomenon or subjective 

versions of meanings of the research topic (Poucher et al., 2020). Regarding the 

example of the positivist approach, it promotes to adopt various methods within 

research which are used for studying social reality. This aspect also suggests that if 

the researchers have included multiple elements such as extreme care within the 

research aspect, improvement can be attained in many ways (Ryan, 2018). As the 

theoretical underpinnings are essential for providing the authenticity of various 

developmental efforts and for recognising the areas which require extended focus. 

Hence it applies to business development (Sider, 2009). When the study of natural 

phenomenon is compared with psychological, cognitive, social and behavioural 

research, it exhibits disparities through interpretations and descriptions (Alharahsheh 

and Pius, 2020). 

Adding to this the various aspects of conceptual knowledge and linguistic elements 

are essential for creating efficiency in operation along with creating efforts for 

maintaining connections with clients, multiple HR functions and customers (Duff, 

2018). Hence various epistemological paradigms describe the need for establishing 

great communication. These epistemological paradigms also provide information 

interchange and conceptual framework (He et al., 2019).  

Within this research aspect, the researcher primarily focuses on the opinions and 

perspectives of the customers from the users of cloud service. Hence the primary 

focus is put upon the perceptions and beliefs of the customers who use cloud 

storage for their works (He et al., 2019). Since this work focuses on the opinions and 

judgments of the cloud service users, this study is categorised within the interpretive 

type of study (Smith and Ceusters, 2010). It is found from the study of Ryan (2018) 

that within different kinds of researches in the interpretive aspect of the study. Within 

this aspect, an inductive process is included so that new theories could be built from 

the data collected through the research. But the researcher plans to take sensible 

and realistic methods for the selection of various ways for the completion of the 

study. Through the introduction of a pragmatic approach for the selection of various 
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methods for the completion of the research, such as the deductive method for the 

study, helps to assess the opinions and perspectives better (Al-Ababneh, 2020). 

4.3 Research approach 

In this research study, the researcher has adopted the deductive research approach 

for analysing the personal cloud storage service. According to Barratt et al. (2011) 

research approach or research, the method is a plan and procedure for conducting 

the research study, and it consists of the phase of broad assumptions to data 

collection methods, data interpretation methods and data analysis methods.  Hence 

the research approaches are generally used to identify the nature of the research 

issues. Likewise, Maxwell (2012) mentioned that the approach of data collection and 

analysis are the two essentially divided categories of the research approach. Further, 

deductive research approach, abductive research approach and inductive research 

approach are the three major types of research approach (Alharahsheh and Pius, 

2020). 

As per the observation of Sekaran and Bougie (2016) the inductive research 

approach or in another word inductive reasoning deals with the creation of new 

theory emerging from the data. Moreover, this type of research approach is mainly 

connected with the qualitative research study and does not comprise the design of 

the hypothesis. Gray (2013) mentioned that the inductive research approach is also 

known as “bottom-up “ approach and it generally starts with research aims, research 

objectives and research question, and that is essential to attain through the research 

study, and it provides an alternative to theory. Gale et al. (2013)  mentioned that the 

inductive approach generally starts with general observation and researcher leanings 

to cultivate empirical generalisations and researcher has defined the phenomenon 

that is being researched. Further, the inductive approach is based on learning from 

experience, and it does not imply disregarding theories when formulating research 

objectives and research questions (Alharahsheh and Pius, 2020). 

Bryman (2016) mentioned that the Deductive approach is described as a research 

reasoning form the particular to general and hence through deductive research 

approach the researcher has developed a hypothesis based on the present research 

studies and researcher has tests the hypothesis is useful in given situation. In simple 
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terms, Glaser (2014) mention the deductive approach starts with existing theory and 

leads it into a new hypothesis or is reasoning from the all-purpose to particular.  

Deductive research approach is also known as “top-down” approach. The main 

difference between the inductive approach and deductive approach is the relevance 

of the research hypothesis to the research, says Žukauskas et al. (2018). Moreover, 

the qualitative data uses inductive research approach, and quantitative data uses the 

deductive research approach.  

The abductive research approach is also known as abductive reasoning. Form the 

observation of Singh (2015) the abductive research approach is set to describe the 

weakness associated with inductive approach and deductive approach and initiate 

with an incomplete set of proceeds and observations to the likeliest credible 

explanation for the set. Further, in this approach, the process of the research is 

devoted to puzzles or explanation of surprising facts, incomplete observation 

specified at the beginning of the research study (Rahi, 2017). Further, this research 

approach is essential because it is often infinite and any number of possible 

explanations for a research question (Rowley, 2012). As per the observation of 

Holmström et al. (2009), the research approach selection is generally associated 

with the type of research issue is being addressed and besides, through researcher 

personal experience, the research issues are addressed. 

By adopting the deductive research approach, the researcher has conducted a 

systematic literature review on the current trends in personal cloud service, and 

hence the researcher has understood user requirements (Glaser, 2014). According 

to Gioia et al. (2013), the significant advantages of the deductive research approach 

is it offers a possibility to explain causal relations between the variables and 

concepts of the research topic and quantitatively measure the concepts of the 

research study. Hence, in the current research study, the deductive research 

approach has aided the researcher to understand the relation between the personal 

could storage service and the quality of services (QoS). One of the primary reasons 

for selecting the deductive research approach is the deductive research approach is 

highly associated with the positivism research philosophy. Using a deductive 

approach requires testing of an already formulated theory (Mauldin, 2020). A 

deductive approach is the most commonly used research approach in the academic 
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world, where laws present the bases of explanations. One of the simple reasons for 

this is that when an issue is clearly defined, and there is a need to understand and 

quantify the relationships between variables or parties, then deductive logic (Schutt, 

2019). This, in turn, allows the expectancy of phenomena and calculation of their 

incidence and thus provides control of them (Collins and Hussey, 2009). A deductive 

approach requires the formulation of a hypothesis that links the various variables and 

concepts related to the research question. The testing of the hypothesis follows this. 

In the current research, the hypotheses test the determinants of QoS and security 

and the associated impact on customer trust, satisfaction and adoption. Further, the 

deductive research approach helps the researcher to propose and develop a 

framework that addresses the challenges faced by personal could computing service 

such as the user requirements, privacy and quality of services (QoS). 

4.4 Research design 

Saunders et al (2009) observe that for many inexperienced researchers the process 

of designing a formalised research methodology can be a daunting task.  In order to 

assist with this task Saunders et al (2009) have designed a research framework 

which provides a structured means of establishing the most important aspects to 

take into consideration when preparing a research methodology and supporting 

research instrument.  They have called their research framework The Research 

Process Onion, so called because Saunders et al (2009) believe that investigating a 

research area is akin to peeling back the layers of an onion in order to reach the core 

of the research problem.  A schematic of the framework is shown in figure 1 below.     
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  Figure 4.1: The Research Process Onion, source Saunders et al (2009:108) 

 

It is this framework which will be used to form the structure of the remainder of the 

chapter and thus identify the most suitable research methodology for this study.   

The research design is a step-by-step method that a researcher utilises to carry out 

a scientific study. As per the opinion of Abdulkadiroğlu et al. (2017) research design 

is the overall synchronisation of recognised components and data ensuing in a 

reasonable outcome. In order to decisively come with a precise and reliable finding, 

the research design should monitor a strategic methodology in line with the different 

type of research selected. The research design mainly focuses in the logical issue, 

and not a logistical issue and its main function are to assure that the evidence 

attained enhance the researcher to address the research issue logically, 
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unmistakably as possible efficiently. Turner et al. (2017) mentioned that the way in 

which researchers advance research designs is basically influenced by whether the 

research questions is descriptive, explanatory or any other types of research designs 

and also affects what data is gathered. Moreover, Iacono et al. (2018) stated that the 

social research needs a design before data collection and research design is not just 

a work plan in which details what has to be done to finish the project but it is the type 

of work plan that will own from research design of the project. The necessity for 

research design stems from an incredulous approach to research and a view that 

scientific information must always be provisional and its main purpose to limits the 

uncertainty of much research evidence. Ioannidis et al. (2014) pinpoint that, good 

research design will anticipate competing definitions before gathering information 

and hence essential data for examining the relative advantages of these competing 

descriptions is attained. Research designs are rarely evaluated with quantitative and 

qualitative research techniques. Furthermore, social survey and experiments are 

recurrent monitors as prime examples of quantitative research and are examined 

against the weakness and strength of statistical, quantitative research techniques 

and analysis. In addition to that Lewis (2015) analysed that research design is 

distinct from the method by which information is gathered.  

Many research techniques texts complicate research design with methods, and it is 

rare to watch that research design treated as a model of data collection instead of a 

logical structure of the investigation. Lewis (2015) stated that well-developed 

research design should attain some specific features such as recognise the research 

issue properly and justify its selection especially in connects to any authentic 

alternative design that could have been used. Furthermore, a good research design 

should synthesise and review previously published literature connected with the 

research issue and explicitly and precisely explain assumptions central to the issue. 

Moreover, the perfect research design efficiently explains the information, which will 

be essential for satisfactory testing of the assumptions and define how such 

information will be attained and describe the methods of analysis to be applied to the 

data in predicting whether or not the assumption is correct or not (Kratochwill, 2015). 

The research design is majorly divided into three such as are explanatory research 

design, exploratory research design and descriptive research design. The 

explanatory research design is mainly focused on defining the aspects of the 

research study in a comprehensive manner. The explanatory research design is 
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carried out for a problem, which was not well reached before, produces an 

operational explanation, demands priorities and offers a better researcher model 

(Tetnowski, 2015). Exploratory research design mainly utilised to provide conclusive 

evidence and also aid the researcher to attain a better understanding of the problem. 

Ponelis (2015) evaluated that for conducting the exploratory research design, the 

researcher was able to alter his/her direction as an outcome of exposure to new 

insights and new data. Moreover, this research design is utilised to determine the 

mode of the problem and also to explore the research questions and does not intend 

to deliver conclusive and final resolutions to current issues. The descriptive research 

design is a scientific technique which includes explaining and observing the 

behaviour of a subject without impacting it in any way. Furthermore, Thomas et al. 

(2017) defined that descriptive research design is a valid method for investigating 

certain subjects and as a forerunner to more quantitative studies. 

For the current study, the researcher has outlined the purpose of research design in 

mixed method research. Mixed methods research represents more of an approach to 

examining a research issue than a methodology (Palinkas et al., 2015). With the help 

of this mixed method research design, the researcher was able to attain essential 

data by analysing and integrating qualitative and quantitative research. Furthermore, 

this research design helps the researcher to understand the research 

comprehensively than either quantitative or qualitative approaches alone, and it 

helps to identify the resolution for the research issue without any difficulties. By 

utilising the mixed-method research, the researcher was able to provide stronger, 

more forceful evidence to support a conclusion or set of recommendations for 

developing a framework allowing for the evaluation of personal cloud services (PCS) 

depended on the key attributes of QoS and privacy. Apart from that, by utilising the 

mixed method research, the researcher can able to conduct the study effectively by 

producing more in-depth knowledge and understanding of the research issue that 

can be utilised to upsurge the generalizability of findings applied to theory or 

practice. Besides that this design helped to generate new insights, new knowledge 

or uncover hidden insights, relationships or patterns that a single methodological 

approach might not reveal and hence the researcher can easily to build and propose 

framework that addresses the challenges that personal cloud computing services 

encounter in terms of privacy, user requirements and Quality of Service (QoS).  
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4.5 Research strategy 

A research strategy is a systematic plan of action that provides instructions to 

thoughts and efforts of the researcher while conducting the research study. Saleh et 

al. (2015) stated that the research strategy is empowering to carry out the research 

in a step by step format and on schedule to generate quality outcomes or findings 

and comprehensive reporting. Moreover, research strategy aid the researcher to stay 

concentrate on the research topic, decrease complications, improve quality and most 

fundamentally, save resources and time. Similarly, Marean et al. (2015) explain that 

the research strategy is the fundamental elements of the application, defining the 

rationale for the research and the experiments that the researcher does to achieve 

the desired objectives and goals of the research study. As per the opinion of Bragge 

et al. (2015) research strategy defined as the general procedure of how the 

researcher will go about responding to the research questions. Likewise, Gates and 

Cysique (2016) analysed that research strategy strengthens the researcher to 

response the research questions or the sub-questions which frame the structure and 

flow of the research study. Hence the need for criticising a research strategy is 

depended on the objectives and aims of the research study. Furthermore, the choice 

of research strategy is directed by the research question and objectives and also the 

availability of the amount of time, the extent of existing knowledge is essential. The 

major three types of research strategy are case study research strategy, interview 

research strategy and survey research strategy. Survey research strategy is mainly 

utilised to explaining the features of the large population. Converse (2017) point out 

that when compared to other research strategies, survey method offers broad 

capability which certifies an adequate sample to collect targeted outcomes in which 

to create conclusions and take significant decisions. Besides that Survey research 

strategy is also utilised to answer questions that have been upraised, to resolve 

issues that have been observed and also to evaluate the necessity and set goals. 

Furthermore, Bryman (2017) mentioned that, in the research study, the survey 

strategy aid the researcher to explain the certain aspects of a given population 

quantitatively. Moreover, the survey method helps the researcher to determine 

whether or not specific objectives of the study have been met and also to create 

baselines against which future comparisons between dependent and independent 

variables can be made. Additionally, survey strategy utilised to evaluate trends 
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across time and generally to define what exists in what measure and in what context 

of the research subject. Hulland et al. (2018) examine that in survey research, 

dependent and independent variables are utilised to explain the scope of the 

research study, but cannot be obviously handled by the researcher. A survey 

strategy is simply a data gathering device for conducting survey research, and it 

means for collecting data about the actions, features or opinions of a huge group of 

people (Fulton, 2018). 

 As per the observation of Lucas (2014) interview research strategy in qualitative 

research is the communication where the question is asked to stimulate information. 

In the interview strategy, the interviewer is commonly a paid researcher or 

professional who stances questions to the interviewee in an irregular series of 

usually short-term answers and questions (Parr et al., 2015). Likewise, Thomas 

(2017) estimate that interview research strategy is utilised for attaining the story 

present in the participants which are essential for achieving conclusion for the 

research study. Moreover, the interviewer can reveal comprehensive data on the 

research topic. The interview is the personal form of research than the questionnaire, 

and in the personal interview, the interview method is conducted straightly with the 

participants or respondents. Brannen (2017) described that interviews might be 

useful as the follow-up to specific respondents to questionnaire and it can be divided 

into four types such as Informal, conversational interview, General interview guide 

approach, Standardized open-ended interview and Closed, fixed-response interview. 

There is predetermined questions are asked in the informal, conversational 

interview, and general interview guide approach provides more concentration than 

other types of interview, permits a degree of freedom and adaptability in attaining the 

information. In standardised, open-ended interview, open-ended questions are asked 

to all interviewee and enable quicker interviews that can be more easily examined 

and compared. Furthermore, in Closed, fixed-response interview, all interviewees 

are asked the same questions and asked to select answers from among the same 

set of alternatives and this format is useful for those not experienced in interviewing. 

A case study research strategy is the most flexible method of all research design and 

it requires the researcher to recollect the holistic features of actual life events while 

researching empirical events. Therefore Cronin (2014) explained that case study 

research strategy is a comprehensive empirical enquiry about an organisation or 
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individual and it is majorly utilised to describe casual connections in real life 

involvements that are too difficult for either survey or interview strategies. A case 

study can be defined as a single case or combination of series of cases, and it is a 

simple and brilliant way for a presenting herself/himself to the scientific world. 

Moreover, Kratochwill, (2015) stated that case study research strategy is best 

appropriate to considering the why and how questions or when the researcher has 

litter control over the research subject. Likewise, the case study is an experimental 

investigation in which investigates a contemporary sensation within its real-life 

context when the boundaries between context and sensations are not precisely 

evident and in which multiple sources of evidence are utilised. 

In the current study, the researcher has utilised both interview strategy and survey 

strategy. The qualitative information essential for the study was assimilated through 

the conducting the interview, and quantitative information is obtained while 

conducting the survey method. The information acquired from both research strategy 

helped the researcher to achieve more reliable and authentic results to the research 

study. The interview conducts among the three developers of sky drive, Google 

Drive and Dropbox help the researcher to understand the significance of popular 

cloud services and also to advance and propose the framework that discourses the 

challenges that personal cloud computing services face in terms of privacy, user  

4.5.1 Participants and Host Organisation: 

The prime respondents and participants of this research will be respondents from 

general public cloud users and cloud computing professionals and developers from 

sky drive, Google drive and Drop box. These people are consumers and cloud 

computing professionals of any cloud service providers listed above in the UK.  

4.6 Research Method 

Typically, there are three types of data collection method: quantitative, qualitative 

and mixed (Saunders et al., 2009). According to Denzin and Lincoln (2008), 

quantitative data refers to data that is numerical in nature. Quantitative data can be 

collected from questionnaires and data can be analysed and represented through 

graphs and statistics. Qualitative data refers to data that is non-numerical in nature 

and is usually gathered from interviews (Bryman and Cramer, 2011). A mixed 
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research method involves the use of both qualitative and quantitative data (Saunders 

et al., 2009). The current study makes use of a mixed method. A quantitative study is 

used to identify the effectiveness of QoS determinants. This is done through the 

examination of different functional and non-functional operations as well as 

customer-level security assessment. The qualitative method will re-examine this data 

to identify the underlying organisational level security assessment and the motivation 

for change of existing operations to improve QoS. 

4.7 Data Collection 

Data collection is the process of gathering and measuring information on variables of 

interest, in an established systematic fashion that enables one to answer stated 

research questions, test hypotheses, and evaluate outcomes.  

In this study, two types of data collection methods have been relied, including 

primary data collection and secondary data collection. The secondary data for this 

study has been amassed from a wider range of secondary literature sources, 

including white papers, books, journals and other relevant, authentic online sources. 

The key criterion placed for choosing these sources was that they should comply 

with the standards set in accordance with the inclusion criteria. The key focus has 

been on the relevance of the articles and this has been assured by considering the 

key words such as “Quality of Service (QoS), Quality of Service (QoS) dimensions 

and cloud storage service adoption”. The “key-word focused search” helped in 

filtering out the articles and reports that are relevant for this study.  

With this collected secondary data, the researcher could build a strong theoretical 

background for the study. This collected secondary data has been structured in a 

way that it involved the explicit findings on the similar research context. In addition, it 

has been noted to include the theoretical models on Quality of Service (QoS) 

alongside the various parameters associated with cloud storage adoption.  With 

these findings, a new conceptual framework for explaining the relationship between 

the research variables could be delineated.  

In addition to this secondary data, the key data gathered for this study included the 

data gathered through surveying and interviewing. These key sources served as the 

primary data collection sources for the study.  
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4.7.1 Primary Data Collection 

The current study is primarily involved with collecting primary data. Primary data 

refers to information that is collected from a sample population that is directly 

relevant to the research question (Creswell and Clark, 2007). Primary data, in the 

case of the current study, is collected via survey questionnaires and interviews.  

Primary data collection in this study involved two processes; Interview and Survey. 

The data collected using interview generated the qualitative data for the study, 

whereas the data gathered using survey underpinned the quantitative information. 

The interview was carried out with the technical experts of the three service 

providers (OneDrive, Dropbox and Google Drive) whereas the survey had been done 

with the 200 users of OneDrive, Dropbox and Google Drive. 

As noted by Backman and Kyngas (1999), the interview has been selected for 

gathering qualitative information for this study because of the wide array of 

advantages. The principal benefit is that it attributed a greater level of flexibility with 

the process of information gathering. Through the adoption of this process, the 

researcher could explore a diverse range of opinions, which are of higher relevance 

to the topic. In addition, the suitability of interview is justified by a plethora of existing 

cases (Glennerster et al., 2013; Cook, 2012).  

On the other hand, as argued by Shawyer et al. (2009), primary data collection is 

disadvantaged by the increased probability for the occurrences of the different types 

of biases. As noted by Hutchinson and Dorsett (2012), the fundamental biases 

include formulation bias, interviewer bias, selection bias, measurement bias and 

respondent biases. As referred by Shawyer et al. (2009), the deviation from the facts 

presented either in the process of collection or analysis is regarded as the bias. It 

posits serious implications by virtue of its ability to affect the research conclusions. 

Therefore, it is of utmost concern to address the bias appropriately while conducting 

data collection and analysis.  

The researcher has been cautious in removing the biases during the data collection 

and analysis process. Primarily, the formulation bias had been tackled by the 

integration of objectivity. The questions for both interview and survey have been 

formulated in a way that it adhered to the research objectives. The possible 
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influences of the external environment have been eliminated by the carrying out of a 

face-to-face interview process. Similarly, in the interview process, a partiality could 

have arisen towards a certain concept or statement, which would become the focal 

point for the rest of the interview. The interviewer bias is removed by the use of a 

structured research instrument in both cases of interview and survey (Bowen, 2009).  

Another important bias that interferes the accomplishment of the research process 

effectively is Selection bias. According to the findings of Rankin et al. (2009), this is 

the bias effect which could be introduced as a part of the selection process. This is 

mainly resulted from the lack of randomisation exercised in the selection process. 

The addressing of these biases would be detailed in the following sections.  

4.7.2 Research Instruments 

This method allowed the respondents to freely air their views and opinions without 

any restrictions (Silverman, 2010). The primary purpose of collecting data using 

structured interview method is to access subjective information from the technical 

and managerial personnel working in personal cloud storage services. The data 

collected from technical and managerial personnel working in personal cloud storage 

services provided detailed and insightful information regarding the factors that 

determine QoS perception of customers of personal cloud storage services 

(Silverman, 2010).    

As discussed in the above section, the adoption of a structured questionnaire for 

interview has helped in removing the interviewer biases. The interview questionnaire 

has been constructed by relying on the research objectives and the key focus areas 

are given below: 

(The interview questionnaire is provided in the Appendix).  

1. The quality criteria or metrics for evaluating the cloud service 

2. The quality expectations customers have with the personal cloud storage systems 

3. Practices employed by cloud service providers in meeting quality expectations of 

the users 

4. The influence of QoS criteria on user satisfaction 

5. Challenges faced by cloud service providers in meeting these expectations. 
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As noted by Cook (2012), to remove biases and errors, it is necessary to carry out 

pilot testing of the questionnaire. The pilot testing of the interview was done with the 

peers. From the pilot testing, it was contended that the differentiation of services in 

terms of commercial cloud storage is useful in investigating the specific expectations 

of the users. The interview had been scheduled over a total of three weeks. Each 

Week was reserved for the experts belonging to a particular company among the 

chosen three firms.  

The key purpose of the survey was to confirm whether the proposed conceptual 

model is valid. The questions of the survey have been constructed in a way that it 

investigated the influence of QoS perception of customers in mediating their 

satisfaction regarding the cloud storage services. The focus of the survey 

questionnaire has been on the differential influence exerted by both functional and 

non-functional parameters. The role of security and privacy elements in determining 

customer trust has been another focus. The survey questionnaire is constituted of 

two sections mainly. The  primary section investigated the demographic information 

whereas the latter section addressed the following sections: 

• Applications of cloud computing security 

• Perceptions of cloud computing and information security 

• Non-Functional Parameters and Functional Parameters 

• Organisational parameters of privacy and security  

• Customer parameters of privacy and security  

• Customer Retention loyalty and advocacy loyalty   

• Customer trust and satisfaction  

Furthermore, the questionnaire used a five-point Likert scale which helped in an 

easier comparative evaluation. The detailed questionnaire is given in the appendix.  

4.8 Sampling and Data Collection 

Sampling is a statistical method of collecting representative data from a large 

population. As per the observation of Levy and Lemeshow (2013), sample selection 

is an essential area in the research study. Scheaffer et al. (2011) mentioned that 

proper collection of samples and sample size strengthens a research study, 
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protecting money, resources and valuable time. The term sample size is defined as 

the size of samples selected from the population through adopting the sampling 

methods and selecting the adequate samples from the population depicts the 

characteristic nature of the population. Castillo (2012) reveals that the various 

sampling methods are adopted depending on the research aim and objective and 

whether the research questions seek a confident answer about the population of 

interest. Probability sampling and non-probability sampling are the two categories of 

the sampling method. 

As per the observation of Palinkas et al. (2015), probability sampling method is to 

utilise some form of random sampling technique to generate a sample. Etikan et al. 

(2016) mentioned that, in probability sampling method, the researcher must 

guarantee that every individual of a population has a known and equal chance of 

being selected and that can be attained if the researcher uses randomisation. Simple 

Random Sampling, Systematic Random Sampling, Mixed/Multi-Stage Random 

Sampling, Stratified Random Sampling and Cluster Random Sampling are the 

common types of probability sampling. 

Non-probability sampling technique is a type of sampling method, and that utilises a 

non-random process like convenience sampling or researcher judgment. This 

sampling method is mainly used when the researcher aims to do pilot or exploratory, 

qualitative study and thus in this sampling method is not all individuals of the 

population has a chance of participating in the research.  

Consecutive Sampling, Judgmental Sampling, Quota Sampling, Snowball Sampling 

and Convenience Sampling are the major types of the non-probability sampling 

method. Convenience sampling is probably the most common types of the sampling 

technique method. The convenience sampling is also referred to as accidental 

sampling, grab sampling or opportunity sampling. The convenience sampling is a 

category of non-probability sampling, and it is most commonly adopted for pilot 

testing. In this type of sampling, the samples are selected from a group of individuals 

easy to contact or to reach. The convenience sampling method is easiest sampling 

method and using this sampling method the researcher can transfer a connection to 

the online questionnaire to peoples on mobile phones and social media sites. 
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This study utilised convenience sampling method for extracting respondents for 

interview, which is a non-probability technique. As per the observation of Heckathorn 

(2011) convenience sampling method is also referred as availability sampling, this 

sampling method is a type of non-probability sampling technique, and in this 

sampling technique, the subjects are selected due to their convenient availability and 

closeness sampling technique to the researcher. By adopting the convenience 

sampling method, the data collection can be facilitated in a short of time. The 

essential advantage of using convenience sampling in the case of the interview was 

that it allowed the sample to be chosen based on the convenience of both of the 

parties. The population for the sampling involved the entire managers of the cloud 

service providers in the market. The representative sample size was three managers 

from each of the company. The respondent profile, however, involved the managers 

(3 each from two companies and 2 from one company). Thus, altogether, eight 

respondents were participated in the interview. This indicated a response rate of 

88.8%.  

Similarly, in the case of survey, the research participants were the users of the cloud 

service and are contacted using online services as well as email contacts to take 

part in the research. It is an important process to take the time to identify the 

population of interest for the specific research question. Here the participants are 

users of the cloud service, and they are usually interested in responding to the 

research questions. The sample that is chosen by the researcher includes the 

general public using cloud services, which are the consumers of different cloud 

services providers in the UK. The sample size of this research has been chosen 

based on convenience sampling technique. The key reason behind the selection of 

this technique is that this technique assured the access of the population interested 

in the usage of cloud services. 

Thus, a sample size of 200 was chosen. Moreover, the fact that this sampling 

technique involved comparatively lesser time and effort in getting quantitative results 

even though all the participants do not possess equal chances, better to say, 

probability to put in their views has, however, been right enough for the ultimate 

number of participants selected that in turn, brought out findings that were worth 

quantifying and qualifying for this research topic (Taherdoost, 2016). Then, it would 
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be needless to say that the number of users selected for the survey portion of this 

study amounted to 200, where some of them had to be omitted for the sheer reason 

that they are not availing personal cloud storage service from any of the selected 

firms in this scenario of the research. The identities of these consumers and cloud 

computing professionals cannot be exposed, due to privacy issues.  

4.9 Presentation and analysis of the research data 

The quantitative data is analysed using SPSS software to arrive at underlying trends. 

SPSS has an user interface that makes it very convenient and intuitive for all 

categories of users. It is very simple and easy to enter and edit data directly into the 

programs with SPSS programs.  (Crossman, 2014) SPSS was specifically designed 

for statistical processing of large amount of data at an organisational level (Robbins, 

2012). SPSS has the advantage of a specialized design which helps to segregate 

calculated statistics and graphs from the raw data without losing its accessibility 

(Robbins, 2012). In addition to that, SPSS software includes a convenient platform 

for undertaking statistical tests. Apart from this, SPSS can link numerically coded 

data to its original meaning (Robbins, 2012). Majority of the data being electronically 

stored in numerical manner,  

By using SPSS in the present analysis, the concepts regarding the data 

management became very clear to the researcher, thus adding to the easiness of 

using SPSS. By using SPSS, it became easy for the researcher to define a set of 

variables followed by which it was easy to enter the available data to create the 

analysis. By adopting SPSS, it enabled the researcher to identify independent and 

dependant variables along with intervening variable and Intervening variable. SPSS 

package integrates a set of software tools for data entry, data management, 

statistical analysis and presentation. SPSS includes complex data and file 

management, statistical analysis and reporting functions [13]. Waghmare and 

Sakhale (2015) observed that in order to achieve the objectives of SPSS formulation 

of models are very important. After forming such models, they are optimized through 

the optimization technique. By employing SPSS, the researcher was able to utilise 

full range of data management system and editing tools and   in-depth statistical 

capabilities. 
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The regression analysis has been used for examining the survey responses. Each 

variable was considered for analysing the individual influence exerted by each 

element. The basis of this analysis would be an equation formulated on the basis of 

the conceptual framework. The difference in the rating as revealed by the Likert 

scale rating were relied for generating the final inferences on the influence of the 

variables on others. SPSS analysis began with the evaluation of the descriptive 

statistics on each variable, referring to the mean and standard deviations. The 

adoption of this approach helped in the identification of the distribution of variations 

in a given set of data. For example, in the case of applications of cloud computing 

security, the mean and standard deviation of the variables such as encouraging 

others to use the Cloud computing security application, cloud storage usage high 

and low were considered. The distribution of responses with regard to these 

variables was evaluated using descriptive analysis for making judgements on the 

variable with higher response distribution. This way, each of the variable referring to 

the measuring metrics were analysed for gaining insights on the impacts and link 

between the chosen research variables. 

Another approach used in the statistical analysis of the data was normality 

assessment. Normality assessment enabled the identification of the normality of the 

distribution of the responses. The key objective behind the conduction of normality 

assessment was to establish the link between QoS perception of personal cloud 

storage service users and customer loyalty. As discussed above, the adoption of an 

approach based on Multivariate regression, the proposed theoretical model has been 

tested. The basis of this testing was an equation which represented the relationship 

between Customer loyalty (CL) and that of customer factors, organisational factors, 

functional parameters and non-functional parameters. The main implication of using 

this test was that it facilitated the testing of the fit of the proposed conceptual model. 

The qualitative data is analysed using a thematic analysis to arrive at basic, 

organisational and global themes. Analytical importance of theme, (ii) meaning of 

theme, (iii) meaning of category, (iv) theme and category in terms of level of content, 

and (v) theme development are the important elements theme or domain analysis. 

Proper information is available about the details and differences of qualitative 

content and thematic analysis and it is considered as two ways of qualitative 
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descriptive research. However, finding out the key features of theme as the data 

analysis product and its developmental strategy is not clear. The thematic analysis 

methodology requires the generation of a stage like model of theme construction for 

qualitative content analysis and thematic analysis (Mojtaba et al., 2016). Analytical 

importance of theme, (ii) meaning of theme, (iii) meaning of category, (iv) theme and 

category in terms of level of content, and (v) theme development are the important 

elements theme or domain analysis. The entire process of domain analysis can be 

split into three main heads: (a) the reduction or breakdown of the text; (b) the 

exploration of the text; and (c) the integration of the exploration. 

While analysing the qualitative data by thematic analysis, domains are identified, 

which include the key topics and the interrelation between the key elements. The 

theme analysis generally includes four aspects (1) To identify the main issues 

expressed by the interviewees and these main issues are classified as themes or 

domains (2) Categorisation of the main domains to sub categories with each sub 

category dealing with a separate concept (3) elaboration and specifications of each 

subcategory (4) To analyse the interrelationship among the different domains  

The important elements in domain identification includes identifying the texts, 

indexing the texts, identifying the topics line-by-line and the compilation of the entire 

topics across all interviews to develop a preliminary list. While designing such a 

preliminary list, it is seen that some concepts will repeat frequently whereas some 

other topics will be occurring only in wider gaps which can be designed the status of 

subtopics. Furthermore, after analysing the relationship between different topics, 

related topics can be categorised into single heads, thus creating broader domains  

The present study undertakes the thematic analysis by describing the meaning of 

theme and provide a method on theme construction which is used for the qualitative 

content analysis and thematic analysis of the qualitative data. In this work, an 

analytical overview of qualitative data is undertaken through analysing the meaning 

of the theme. Mojtaba et al. (2016) observed that theme development for qualitative 

descriptive data analysis contribute meaningful, credible and practical results. 

4.10 Ensuring reliability, replication, and validity of the findings 
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Considering the case of any research function, factors such as reliability, replication 

and validity hold an essential position. The reliability of data obtained through the 

research is the factor which describes how reliable is the data collected within the 

context of the research topic (Voss, 2010). While the replication of the received data 

implies whether the collected data can be replicated through the same methods used 

by the researcher, the validity suggests whether, through the interview questions, the 

researcher was able to receive the same type of data which is required through the 

research.  

Within this research, the researcher has interviewed three representatives from 

various companies and about 200 customers of these respective companies. The 

major aim of this project is for understanding the various services provided for the 

cloud service users and multiple services offered by the different such service 

providers (Thomas and Magilvy, 2011). The interview with the representatives of the 

companies provided the idea about various services provided by the company and 

the survey conducted among the customers of the company helped to produce their 

response towards the services offered by the company. Multiple companies selected 

for the research are Google Drive, Dropbox and OneDrive. 

The reliability of data is an important aspect considering any research function. The 

collected information has to be reliable so that the researcher can make definite 

statements and theories from the data collected. Hence considering the case of the 

interview with the representatives of the three companies, the style of the meeting 

was made to be structured. This decision by the researcher was built upon the need 

to cover all the areas of the services provided by their company (Fusch and Ness, 

2015). Since this aspect of the research required meeting and dealing with 

professional, the interview was also structured accordingly. After the collection of the 

details of the services provided by the company, the questionnaires for the 

customers of these companies are created. 

Considering the case of the questionnaire produced for the survey of the customer, it 

is for collecting the opinions and perceptions of various people upon the cloud 

service provided by the companies (Thomas and Magilvy, 2011). Since the 

questions are fabricated entirely upon the details provided by the officials of the 

company, the chances of questions being out of the context or being irrelevant is 
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wholly ruled out. Hence the data or the opinions obtained through the survey are 

assured to be reliable. Similar is the case of the interview questions. Before the 

conduction of the interview, these questions were analysed a sufficient number of 

times so that these questions helped to collect the required and reliable data. One of 

the main tools which has been relied in this study for assuring the reliability was 

Cronbach’s alpha test. As noted by Fusch and Ness (2015), Cronbach’s alpha test is 

regarded as a measure of reliability. This because, it measures the internal 

consistency such as in the case of survey for estimating the collected data. The 

reason is that this test is used for estimating the inter-correlation amid the items in 

the survey questionnaire. The findings of Thomas and Magilvy (2011), deem that the 

reliability of a research instrument could be assured with a higher score of 

Cronbach’s alpha. Likewise, a cut off value is taken for assessing the acceptance of 

the research instruments in a study. Therefore, the use of this tool helped in 

identifying the reliability of the survey questionnaire used in this study. Another tool 

used in this study for assuring the validity is the Goodness of Fit of the model. Thus, 

the use of statistical tools for testing the constructs could attribute a considerable 

level of reliability to the study. Likewise, the validity of the study has been assured by 

the adoption of a mixed research approach. In addition, the sample size and analysis 

method used in this study were found to be appropriate. This, in turn, has contributed 

towards the generalisability of the findings.  However, the generalisability is 

questioned by the use of convenience sampling in the case of extracting interview 

sample. The adoption of this technique might have led to the poor representation of 

the population. 

Considering the case of replication of data acquired through the research, this 

aspect discusses whether such collected data from the study can be created again 

through the same methods. In the interview aspect, replication of data cannot be 

done. This is mainly because as the participants change, their opinions and 

perceptions also change hence the data procured through the interview cannot be 

replicated. As within the meeting, only questions are asked, and the answers 

provided are entirely by the participants, the data or the responses obtained cannot 

be replicated even with the same questionnaire.  
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While considering the case of the survey, the data can be replicated easily. This is 

mainly because compared to the interview aspect the response of the participants is 

constrained within the question and the options. Hence most of the reactions from 

the participants are considered to be able to be replicated. The responses of the 

participants are then run using Cronbach’s alpha test. The use of this test provides 

the consistency among the collected data through the research aspect.  

The validity of the data collected through the research implies how much the 

received data is connected to the main aim of the study. Through conducting various 

analyses, there are chances for investigations to miss the mark through the 

completion of the research function (Morrow et al., 2010). The interview process is 

controlled through carefully fabricating the questions to be asked to the 

representatives of the companies through continuous evaluation of the problems to 

be asked. The issues are checked to be strictly within the context of the research 

topic. Hence, it is through this way the researcher has made sure the data collected 

is valid.  

While considering the case of the survey, the survey questionnaire is created 

through considering the reply of the representatives of the companies and is 

checked more than once to be within the research aspect (Cronin, 2014). Through 

the provision of the options, the reply of the participants is then fine-tuned to be 

within the research aspect. Hence through these methods, the researcher is 

planning to make the data collected through the research aspect to be valid. 

Therefore, the validity of the data collected through the interview and survey are also 

made accurate. 

4.11 Ethical and accessibility issues 

The current study will be looking at sensitive issues; hence, it is very important that 

all ethical guidelines are followed while carrying out the research. The researcher will 

take all due considerations into account when carrying out the research necessary 

for the study. The participants will be approached and their permission will be sought 

only after they have been given all the details pertaining to the study, including the 

study’s goals and the research questions involved, and any doubts that the potential 

participants may have been addressed. The participants will be assured that they 
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can back out of the study at any time of their choosing. Furthermore, the participants 

also will be assured that they do not have to provide personal details of any kind and 

that any answers they provide will be kept strictly confidential and anonymous. The 

data collected will only be used for analysis and, once the study is completed, the 

data will be erased. 

4.12 Research limitations 

The use of interview method delivered a greater level of flexibility with the process of 

information gathering (Baumgartner et al., 2021). Moreover, interview supported the 

researcher in exploring various opinions, which are of higher relevance to the topic 

(Backman and Kynga, 1999). However, due to the time limitation, the sample size of 

the interview was limited to 3 representatives only. The strict time limit in the 

University guidelines for presenting the discussion limited the number of samples. 

The study might have been improved if it was possible to include the viewpoints of 

range of representatives of the organisations (Bell et al., 2019).  

Since the secondary data was readily accessible in distinct sources, the study was 

benefited by consuming less time and reaching a clarification (Creswell and Clark, 

2007).  But the research was cautioned to select the information that was specific to 

the topic. The study might have improved through the inclusion of more number of 

articles which can support for arguing the statements related to the research subject 

and in reaching out to better conclusions (Denzin and Lincoln, 2017).  

Similarly considering the case of the interviews, a lot of individual travel had to be 

done for visiting the three company representatives. The face-to-face interview 

session has helped in a comprehensive understanding of the responses by 

evaluating the facial expressions and body language of the representative (Bogner 

and Menz, 2009).  However, as claimed by Poucher et al. (2020) the cost required 

for the travel was a considerable issue. Moreover, time was also a major constraint 

since the travel has to be completed within the restricted time slot. The research may 

have enhanced if it was possible to conduct an online interview session with more 

than 3 representatives of the organisations.  

4.13 Conclusion 
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This research is for understanding the service quality of the companies which 

provide cloud computing service. This chapter incorporates the selection of various 

methods for the completion of the study. It is supported by the reasons for choosing 

the specific techniques for the completion of the study. The various services 

provided by the companies are understood through the company representatives. 

The responses of the customers towards these services are collected through the 

customers of the specific companies. The reactions of the customers are received 

through the survey, and the details of the services provided by the companies are 

collected through interviews.  

In this report, the various aspects of the research are explained deeply. The primary 

reason for diving in deeply for the explanation of these aspects is primarily for 

helping the researcher to understand these methods. The researcher should 

possess a profound understanding of the various techniques which can be used so 

that the inclusion of these methods can be done wisely. The tools or methods should 

be used effectively to complete the research function efficiently. Hence the 

description of various ways and the selection of the correct method are described in 

detail within this chapter. Therefore, facilitating a better understanding of the 

research topic and its various aspects. 

The researcher is planning to use both qualitative and quantitative types of data are 

used for the completion of the research. Since the study mainly focuses upon the 

satisfaction of the customers upon the various services provided by the particular 

cloud computing providing companies, quantitative data has to be collected for 

understanding the responses to the services offered by the companies. Through 

analysing this data, the opinions and perceptions of the customers can be clearly 

understood. At the same time, qualitative information is required from the 

representatives of the companies. This type of data is necessary to understand the 

various services provided by the companies.  

The interview is conducted upon the representatives of Dropbox, Google drive and 

one drive. The Dropbox is a file hosting company located at San Francisco, which 

provides file hosting service through cloud storage facility. It offers various services 

such as personal computing, file synchronisation etc. A representative of this 

company described their provisions to the customers. Google drive is a similar file 
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storage service provided by Google. But this service is directly connected to the 

Gmail account of the user. Hence personalisation is one of the significant 

advantages of this company when compared to others. One drive, on the other hand, 

is the file hosting company entirely owned by the Microsoft organisation in 

connection to its online office suites. 

Within this research, the researcher has mentioned and described the ontological 

and epistemological considerations about the various methods used for the 

completion of the study. The nature of knowledge contained within the collected data 

is explained through the epistemological aspects. The quality of reality carrying the 

research aspect is described through the ontological aspect. The researcher has 

also represented the research approach considered by the researcher for the 

completion of the current research study. The research design is also described by 

the researcher to address the issue logically and hence assessing the facts. Other 

aspects such as data collection and research method are also included by the 

researcher. 
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Chapter Five: Findings and Discussion – Expert Interviews 

5.1 Introduction 

The purpose of this chapter is to present the findings of the expert interviews that 

were conducted. The chapter revisits the study evidences gathered through the 

detailed structured interviews with technical and managerial personnel from personal 

cloud storage service providers (Google Drive, Dropbox and OneDrive) and identifies 

views to support the findings of the questionnaire.  

5.2 Respondent Profile 

Respondent 
profile 

Position  Age of 
respondent  

Years of 
experience in the 
company 

Company 1 

R1  Cloud Service Delivery 

Manager 

42 2 

R2 Cloud sales executive 28 1 

R3 Operational services delivery 

group manager 

37 3 

Company 2 

R4 Cloud Service Delivery 

Manager 

33 3 

R5 Cloud sales executive 29 3 

R6 Cloud system administrator 32 1 

Company 3 

R7 Cloud Service Delivery 33 1.5 
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Table 5: Respondent Profile 

The interview transcripts have been analysed using a thematic analysis strategy. 

Firstly, open codes were generated as a part of this process. The basis for the 

identification of these open codes was the repetitive occurrence across the 

transcripts.  This is followed by the categorisation of themes and sub themes.  

No.  Code  

Code 1  QoS  

Code 2 Customer satisfaction 

Code 3 Customer trust  

Code 4 Customer loyalty 

Code 5 Responsiveness 

Code 6 Security  

Code 7 Ease of use 

Code 8 Efficiency 

Code 9 User experience 

Code 10 Operatability 

Code 11 Attractiveness 

Code 12 Platform independence 

Code 13 Challenges 

Manager 

R8 Cloud system administrator 32 2 
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Code 14 Security and  data privacy issues 

Code 15 Lengthy authentication process 

 

Table 6: Categorisation of themes and sub themes 

Main Theme  Sub theme  

1. Functional and Non-Functional 

parameters are equally 

significant in determining QoS 

• Functional parameters contribute to QoS 

• Non-functional parameters contribute to 

QoS 

2. Decision-making about 

enterprise cloud storage service 

adoption is not dependent on 

QoS alone. 

• Decision-making about enterprise cloud 

storage service adoption is dependent 

on functional parameters 

• Decision-making about enterprise cloud 

storage service adoption is dependent 

on non-functional parameters. 

• Decision-making about enterprise cloud 

storage service adoption is dependent 

on the security and data privacy 

provided by the service provider. 

3. Security and privacy issues 

impact customer trust and 

loyalty 

• Security breaches deter customer 

satisfaction 

• Unwarranted access deteriorates 

customer trust 

• Hacks and recoverability impact 

customer trust 

• Lack of accountability impacts customer 

trust. 
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4. The concerns of the clients 

regarding the security risks 

associated cloud-based 

solutions are predominant. 

• Clients regard security as one of the 

most desired parameter in the case of 

cloud storage services. 

• GPR compliance of the cloud storage 

service provider improves customer 

perceptions regarding the service 

provider. 

5. Customer trust erodes over 

time. 
• Customer switching behaviour is a 

common trend. 

  

Table 6: Main themes 

5.3 Thematic analysis  

• Theme 1: Functional and non-Functional parameters are equally significant in 

determining QoS 

The participants were asked to differentiate between the use of functional and non-

functional QoS measures and the importance that these measures in impacting their 

decision making. This research contends that the responses highlighted are found to 

be mixed. Some respondents believe that focusing on both the elements is 

important. This is attributed to the greater trust that customers may have in the brand 

name or the perceived value rather than other quality features. The response of R6 

underpinned the need for focusing on both functional and non-functional parameters. 

Similarly, R1 expressed that value of a brand is equally significant as that of the 

scalability and speed.  On the other hand, there are some respondents who believe 

that the primary element which directly contributes to improvement in customer 

satisfaction and ensures that there is positive customer expectation is functional 

attributes. They believe that when the functional attributes are met, it indirectly 

improves non-functional attributes. The R2 response with regard to this question 

underlines this fact by stating that the improvement of the functional features such as 

overall capability, scalability and access will enhance the brand recognition. This is 
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because, the meeting of these specific demands ensures customer satisfaction and 

this in turn build up the non-functional values of the brand.  

The importance of functional attributes and their ability to contribute to quality 

measurement is linked to customer knowledge. Therefore, there are those who take 

a balanced view and contend that while non-functional elements are important, it is 

the functional element which finally acts as the differentiator. Considering the 

response of R7, it could be stated that the functional parameters are more significant 

than the non-functional parameters. On the other hand, the response of R6 claimed 

the significance of both aspects in assuring the QoS. Another major aspect as 

revealed by this response is regarding the relative significance of each of the 

elements.  

From the above analysis, it can be concluded that there are multiple elements which 

contribute to the perception of quality. However, it is clear that an understanding of 

non-functional elements and their actual contribution to the measurement of quality 

of the cloud is important. Clarke and Furnell (2020) concluded that the ranking of 

cloud service attributes and the associated QoS parameters is quite difficult as the 

functional and non-functional elements are rarely revisited. The authors contend that 

non-functional parameters are hardly addressed as part of cloud QoS assessment. 

Thus, from the analysis, it could be contended that Functional and non-Functional 

parameters are both significant in determining QoS. 

Theme 2: Decision-making about enterprise cloud storage service adoption is 
not dependent on QoS (Quality of Service) alone.  

Another key theme as derived from the analysis is that the enterprise decision 

making regarding the adoption of cloud storage service is not solely reliant on the 

Quality of Service (QoS). Nevertheless, the majority of the responses underpinned 

that the quality of service in cloud service is the ensuring of several parameters that 

meet the needs and specific preferences of the clients. Fundamentally, these 

features include pricing of storage plans, storage levels, faster support access, file 

syncing, folder sharing, sync any folder and sync folders. The findings also show that 

the main objective of quality of service is to align these services in a way that the 

different customer needs are met as referred by the respondents, one and two (R1 
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and R2).  Another major aspect as revealed by the responses is the offering of 

consistency in services. The importance of the speed in accessing services (i.e. 

upload or download) has also been substantiated by the findings.  

As per the respondents R4, QoS should embed characteristics such as 

responsiveness and ease of use. The failure to offer immediate response is also 

deemed to be affecting the overall quality of the personal cloud computing services. 

Apart from these elements, other factors like automatic upload and network storage 

capabilities are also highlighted as potentially important elements. For instance, R3 

responded: "I’d say this should also be as automated as possible—for example, 

network storage and reduced time of upload without the requirement of human 

interaction is a key element. Automatic upload to the cloud in the One Drive is 

definitely a key element that forms part of the QoS platform..."  

Similarly, cloud storage options and back up plans are given more importance by 

commercial cloud service users as the storage requirements of the enterprises are 

much higher. This is because, processing of high-volume data is more crucial for 

commercial cloud computing services.  

The respondents believe that unique service capabilities like meeting customer 

needs and providing consistent and all-round support are some key elements which 

can be considered as the other differentiators as responded by R2 and R8. From the 

above interview responses, it can be contended that many elements which relate to 

QoS, additionally includes recoverability of backups, service consistency, response 

timing and tolerance to faults are important. Another key inference, as understood 

from the analysis is the significance of platform independence of the cloud storage 

services. Nevertheless, one of the critical facts, as elucidated from the transcripts, is 

that security is a key factor that should be appended with the quality of service. The 

key security parameters as desired by the clients include accountability, integrity, 

audit trails and confidentiality. The overall demand regarding the security was that 

there should be a clear restriction to the unwarranted access. The offering of various 

access controls with the storage service should be augmented by adequate security. 

This means that the lack of security with the plans could derail customer trust. 

Nevertheless, the easiness in using two-factor authentication is essential. According 

to the opinions of the cloud storage service providers, account hijacks and loopholes 
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for facilitating the unauthorised access could lead to the breach of customer 

satisfaction. 

Thus, from the responses, it could be seen that it is challenging to determine the 

most important determinants of QoS. This is further challenged by the variations in 

the offering of service provisions, storage plans and pricing by the different service 

providers. From the responses, it could also be noted that both functional and non-

functional parameters place equal significance in the client consideration of cloud 

storage service adoption. The literature review has presented similar findings on the 

key factors that are influential on the adoption tendency of service providers (Hobfeld 

et al., 2012). The literature review shows that there have been trade-offs between 

the various parameters offered by the cloud service providers including functional 

and non-functional features. As noted by Shanker and Pandey (2020) in the 

literature review, these trade-offs have increased the difficulty in choosing the cloud 

service providers.  

The participant views on the commercial platform expectation in terms of QoS 

included traditional QoS measures like latency measurement, jitter, scalability, etc. 

Therefore, it is considered important to revisit the context of the research and arrive 

at unique evidences which can contribute to an improvement in performance. The 

importance of specific elements of QoS like scalability and virtualisation can be 

compared to existing evidences from research. Likewise, evidence of the importance 

of security and trust could be seen in the literature review too (Sullivian, 2019). 

Similar to the participants’ view, the need for extending the QoS by integrating 

assurance on security and data privacy are found to be key in the decision-making. 

This means that a range of multiple factors influences the decision-making on cloud 

storage service adoption (Schutt, 2020).  

Theme 3:  The concerns of the clients regarding the security risks associated 
with the cloud-based solutions are predominant. 

From the overall responses, the primary concerns were found to be the cost, 

security, privacy, brand image alongside the other functional parameters such as 

responsiveness and usability. This means that the enterprise cloud service providers 

regard a range of parameters while choosing the service. Nevertheless, analyzing 
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the trends, the increased concern regarding the security was vivid. According to the 

responses, one of the key factors that deter the intent of users in adopting cloud 

service options is due to the fear of vulnerabilities. This means that the users regard 

cloud storage options are more susceptible to security attacks and breaches. 

According to the responses, users perceive that the probability of occurring breaches 

is higher in the case of enterprise cloud storage. The increased efforts are taken by 

the service providers in this aspect underpin these arguments. According to the 

findings of Schutt (2020), as shown in the literature review, the cloud service 

providers handle security integration with the importance which is deemed by the 

increased investments in these activities. The findings of Shanker and Pandey 

(2020) also pointed out the significance of these parameters. According to these 

findings, some of the key efforts include data confidentiality, encrypted search and 

database, homomorphic encryption, distributive storage, data concealment and 

hybrid technique. These findings also support the finding that the key concern of the 

enterprise cloud storage service users is the security. 

Theme 4: Security and privacy issues impact customer trust and loyalty 

The participants in the study strongly believe that the consumer quality requirements 

and expectations can influence the provision of quality and that meeting these 

requirements can be instrumental in achieving customer satisfaction. However, it is 

also acknowledged that meeting the independent needs of individual customers can 

be quite challenging and the personal cloud platform should be prepared for the 

same as noted in the literature review (Dai et al., 2017). The responses show 

different methodologies and practices adopted by organisations for assessing 

customer satisfaction and the extent of meeting customer expectations. According to 

the response of the R1, the service provider makes use of the delivery of 

comprehensive reviews. For instance, the conduction of a survey helps in assessing 

what went wrong. These reviews also reveal that the areas that should be improved 

by the service provider. 

According to the respondent, R8, the services should reflect assurance and trust. In 

comparison with the corporate customer or such as in the case of commercial cloud 

computing as propounded in the literature review, cloud computing confronts with 
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more challenges due to the presence of intricate security requirements in the case of 

commercial services and these posit significant thrust than the cost element.  

The participants also believe that customer quality requirements vary between the 

providers which could be attributed to lack of knowledge of traditional QoS features. 

This may influence customer expectation of the platform. The major customer 

expectation is the immediate access as per the response (R7) and hence, it is critical 

that efforts should be carried out by organisations for meeting these demands. The 

responses, additionally, presented the challenges that interfere with the meeting of 

these requirements and these include the infrastructure latency.  

This challenge is aggravated as the customers are not aware of the technical 

elements behind the SLA. The importance of security and QoS nexus and the need 

to meet both, have also been highlighted. The responses show that the customers 

value privacy as most significant in comparison to the factors such as accessibility. 

The customer expectation and customer satisfaction are an important element that 

should be an end goal of the QoS assessment process for mediating the adoptions. 

The role of trust, commitment and security are  strongly highlighted. This reflects 

existing evidences in research. As Sullivian (2019) argued, an examination of IT 

service quality requires a focus on partnership, trust, consumer perception of brand 

image and loyalty as key factors. The author arrived at a positive link between trust 

and partnership when considered in relation to a SaaS platform. 

Moreover, from the interview, some of the respondents have opined for enhancing 

the trust among the customers who are using the cloud services the organisation will 

provide the customers with encryption where they can store their data with more 

secured form in cloud services. Therefore, by providing the encryption keys with the 

customers, the trust among the customers will be enhanced.  

From the literature studies, as per the opinion of Heart (2010), it has been observed 

that for improving the service quality in IT the organisation must possess the 

partnership with the key factors such as trust, consumer perception, brand image 

and loyalty. On analysing the SaaS platform, it has been recognised that there is the 

positive link between the trust and the partnership. Similarly, from the report of 

Rustagi et al. (2008) argue that when there is the use of control mechanisms in IT 
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services, there is a positive link between trust, communication and cooperation 

within the relationship.  This is more evidenced from the interview responses which 

have shown that they tend to switch to other options at the event of breaches and 

threat of unwarranted accesses made by unauthorised personals. In addition, the 

responses clarify the role of unauthorised processing and accidental disclosure, loss, 

access, alteration or destruction in deterring their trust and satisfaction with a brand. 

The prominence attributed by the customers on security parameters is further 

ascertained by the question on GDPR. 

In the qualitative analysis, the various respondents involved have been requested to 

express their opinions concerning the customer’s perception on the quality of 

personal cloud storage service in the aftermath of implementation of GDPR enacted 

by the EU. From the interview, it has been noted that the majority of the customers 

are expecting changes regarding the quality of personal cloud storage services 

regarding the factor security in the aftermath of GDPR enacted by the EU. For 

instance, it has been observed from the respondents that:  

R1: “Yes, the customers who are using personal cloud storage services will expect 

changes after the implementation of GDPR enacted by the EU. That is the 

customers will expect more concerning the principle “Privacy by Default” as it 

enhances the security in the services offered by the organisation in default….” 

R2: “After the successful implementation of GDPR enacted by the EU in May 2018 

the consumers using the personal cloud storage services has expected the changes 

concerning the security of the individual's data stored in the cloud storage. After the 

implementation of GDPR, the organisations that are offering cloud services must 

utilise proper organisational and technical security measures to protect the stored 

information in cloud services against the unauthorised processing and accidental 

disclosure, loss, access, alteration or destruction…” 

R3: “In my opinion, yes to an extent the consumers expected changes in the 

perception of quality of personal cloud storage services in the aftermath of GDPR 

enacted by the EU. As the GDPR is a set of data protection laws that help them all 

over the individuals in the country and it is mainly used for data protection of the 

individuals.….” 
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It has been observed that the unused data in the cloud storage services will not be 

stored longer as that information has been used only for the predefined purpose. 

Thus it has been observed from the interview that after the implementation of GDPR 

for the data storage in clouds there are certain retention periods, and it is also noted 

that the data stored in the cloud that are unused will be expired after specific time 

and this profoundly affects the customers those who are using cloud services for the 

data storage. This has been observed from the respondents as noted from. 

R4: “In my viewpoint, yes there are specific changes in customer perception of 

quality of personal cloud storage services in the aftermath of GDPR. As customers 

know after the implementation of GDPR the personal data will not be stored longer 

as it is only used for the predefined purpose.” 

From the interview, it has also been noted that the privacy of the data stored in the 

cloud storage services has enhanced in two different ways after the implementation 

of GDPR. That is the cloud storage user can know the details concerning how the 

data has been accumulated, used and stores and whenever it is requested by the 

clients to delete the information from the cloud storage then it will be omitted. 

Moreover, it has also been observed that after the implementation of GDPR the data 

security has been increased. For instance, as noted from the interview as. 

R6: “Yes, the customer expectation has wholly changed concerning the quality of 

personal cloud storage services in the aftermath of GDPR that is implemented by the 

EU. After the implementation of GDPR, the privacy of the data stored has been 

strengthened more in two ways. The primary purpose is that the organisation 

responsibility is to protect the user data has increased, and secondly, the consumers 

can know how their data has been used, accumulated and stored…..” 

 R7: “Yes, there are a lot of changes in customer perception after the implementation 

of GDPR enacted by the EU in the quality of personal cloud storage services. As the 

customers know after the implementation of GDPR in cloud services, there are 

various changes involved in terms of security that is it strengthens privacy, data 

control and visibility, data sovereignty and also enhances the confidentiality by 

security and design.” 
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R8: “Yes, there are a lot of changes in customer perception of quality of personal 

cloud storage services in the aftermath of GDPR enacted by the EU. As after 

implementing the GDPR the security of the data stored in the cloud will be 

enhanced. That is after the implementation of GDPR all organisations are decided 

must implement ‘Privacy-by-design’….”  

From the literature studies, it has been noted that after the implementation of GDPR 

enacted by EU the cloud storage customers will be able to enjoy high security and 

high data protection in the cloud and this type of protection and security are assured 

by many organisations of cloud storage such as Google in the realm of Google 

services for the customers (Lund, 2021; Ooijen and Vrabec, 2019; Li et al., 2019). 

Likewise, from the literature studies, it has also been noted that in GDPR the data 

protection by design and by default is measure includes and according to this, and 

the safeguard and protection of the consumer’s information are ensured as a 

defaulted responsibility of the storage app builders, and the informed consent can 

only access the information. However, from the report of Clarke and Furnell (2020), it 

has been observed that the large organisations like Google, Facebook, the 

integration of GDPR could not be a financial burden. However, for the medium and 

small-scale business firms, GDPR will be a big financial burden and some of the 

organisation did not have the proper knowledge and understanding related to the 

GDPR, and this created a suspicion among them to incorporate the regulatory 

measures. Thus, it can be concluded from the viewpoints of respondents and the 

report of Clark and Furnell (2020) that after the implementation of GDPR regulations 

the security of consumer’s data is highly concerned by the organisations and it has 

affected the organisation both positively and negatively.  

Theme 5: Customer trust erodes over time. 

The participants involved in the interview were asked to convey their opinion 

concerning the trust of customers towards their opinion regarding cloud storage 

services whether changes over time and also asked to opine their opinion regarding 

whether there will be decay in customer trust after using the service for a long time. 

Most of the respondents participated in the interview has opined that there is no 

chance for decay in customer trust after using the service for a long time if the 

organisation maintains proper communication and transparency concerning their 
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policies with the customer. As revealed by the responses, the communication 

between the client and cloud vendor would help in retaining the trust of the 

customers. In addition, it is necessary to assure transparency related to the 

infrastructure, policies and maintenance procedures. The long-term relationship with 

the clients could be assured by the maintenance of data security.  

Nevertheless, the probability of affecting the customer trust is higher in the case of 

disruptions in these parameters. The need for updating the customers regarding the 

changes and updates in the policies has also been noted.  On the other hand, some 

of the respondents who participated in the interview have opined that there is the 

probability of chance for decay in customer trust after using the service of the 

particular organisation for a long time. For instance, it has been noted from the 

interview that the offering of transparency is significant with related to the underlying 

infrastructure and support procedures. 

The respondents involved in the qualitative analysis were requested to express their 

viewpoints regarding the main factors that are contributing to customer switching 

behaviour in personal and cloud storage services. From the interview, it has been 

identified that the main factors that are contributing to customer switching behaviour 

in cloud storage services are cost, security risk and privacy breaches. However, form 

the interview it has also been identified that most of the customers do not prefer to 

switch from one cloud storage services to the other as it is most time consuming for 

transferring the files from one cloud service provider to the other cloud service.  

Thus, it could be interpreted that that the customer switching behaviour related to 

personal cloud storage services is relatively weaker as it is extensively time 

consuming. The main factor that stimulates the customers to switch from one 

personal cloud service to the other is a Perceived risk of incumbent service. 

However, the customers will not prefer switching from one service to other as it is the 

huge time-consuming process for the customers for transferring data from one 

storage device to the other storage device. 

On the other hand, it has also been observed that some of the respondents have 

opined that the consumers who are using cloud storage prefer to shift from one cloud 

service to the other vendors offering cloud storage service if the organisation offering 

cloud service has certain security issues in storing the information in the cloud 
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services as opined by the respondents. The switching behaviour is prominent in the 

case of commercial cloud computing services specifically if the organisations are 

confronted with the security issues.   

From the various evidences of literature studies, the various factors contributing to 

customer switching behaviour from one cloud service to the other has been listed. As 

per the report of Wu et al. (2017), it has been noted that various factors highly 

influence customer switching behaviour. Moreover, the study also focused on how 

risk, switching cost, trust and social influences influenced customer switching 

behaviour in Chinese personal cloud storage market has been studied. Further, it 

has also been observed that through that study the main element of the study was to 

recognise how the factors such as crucial risk, trust, switching cost and social 

influences influenced the customer perception of QoS in personal cloud storage 

services by analysing their effect on switching behaviour. Moreover, from the study 

of Schutt (2020), it has been identified that the main factor that influenced the 

customer attitude towards personal cloud storage services are the risk, trust, critical 

mass, switching cost, and social norm. It has also been observed that the main 

implication of the current study is that the factors such as critical mass, switching 

cost, and social norms have the strong influence on customer attitude towards 

personal cloud storage services.    

Thus, from the evaluation of responses against the literature review, it could be 

contended that the compliance with a wide range of parameters are essential in 

assuring a loyal bond between the service provider and the client.  This also 

indicates that the disruption in these parameters could disrupt the trust of the 

customers gradually. Therefore, to facilitate the adoption of cloud storage options by 

the customers, service providers should place emphasis on these elements equally.  
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Chapter 6- Findings Part 2: Customer survey  

6.1 Introduction  

Quantitative Data for the current study was collected from 200 personal cloud 

storage service users using closed-ended survey questionnaire. The information was 

collected from consumers who were using OneDrive, Google Drive and Dropbox in 

the UK. The collected information is analysed with the help of SPPS. These findings 

will be evaluated considering the derived conceptual model.   

6.2 Construct Measurement Scale  

As mentioned earlier, in order for finding the challenges confronted while using 

personal cloud computing services survey strategy was employed in the present 

study. The conceptual framework developed with the assistance of the knowledge 

gained through the literature review was utilised for developing the questionnaire 

which helps in assessing the perception of customers regarding the quality of 

services. The conceptual framework has pinpointed several factors leading to 

customer loyalty and commitment through the services such as security and privacy 

and quality of services. The first five questions were asked for understanding the 

general background of the respondents participating in the survey. Likert scales were 

used in the questionnaire to assess the perception of the customers using cloud 

computing services. As per the observation of Wakita et al. (2012), Likert scale is a 

psychometric scale used for rating the concepts. The knowledge regarding 

information security while using cloud services were analysed through the sixth 

question. Likewise, the applicability of the cloud services was assessed through the 

seventh question. The questions from eight to twelve were framed with the intention 

to analyse the challenges confronted while using the cloud computing services with a 

special focus on security concerns. Thirteenth and fourteenth questions analysed the 

impact of customer trust and satisfaction on achieving customer loyalty followed by 

two questions evaluating the retention loyalty and advocacy while using a particular 

cloud computing services. The knowledge regarding the protocols and other related 

legal constraints occupied with the usage of the cloud computing services were also 

assessed through the eighth question of the survey. The awareness of the 

customers regarding the level of security offered to the personal cloud services was 
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assessed through the twelfth question in the survey. The organisational level security 

and privacy concerns of the cloud services such as deterrence, remedy, prevention 

and detection were intruded in the eleventh question of the survey. The reliability, 

elasticity, availability at all time, user-friendliness and responsiveness were 

questioned in the ninth question of the survey. Similarly, the tenth question was put 

forward to evaluate the non-functional parameters leading to customer satisfaction 

by assessing the opinions of the customers regarding the elements such as user 

motivation, critical mass, switching cost, social norm, brand perception and 

perceived value. Thus it could be interpreted that the developed questionnaire is 

effective for analysing the challenges and advantages of cloud computing services. 

The entire data collected through the survey strategy will be evaluated through the 

regression analysis. The differences in the scale rated in the Likert scale questions 

will be cross-examined to analyse the impact of each variable which was pinpointed 

in the conceptual framework. An equation was considered which consist of the 

variables pinpointed in the conceptual framework leading to the establishment of 

customer loyalty and commitment. Moreover, the entire study postulates that the 

major factors leading to customer loyalty are trust and customer satisfaction and thus 

the factors contributing to these factors were assessed with the help of the 

questionnaire.      

6.3 Study sample profile  

6.3.1 Qualitative cods used 

The study intends to use multivariate regression framework for testing the theoretical 

model suggested in the present study. According to the theoretical framework, 

qualitative codes such as CF (Customer Factors) and OF (Organisational Factors) 

are have been considered to study/measure the data sets such as security and 

privacy perceptions of user. The codes such as FP (Functional Parameters) and 

NFP (Non-Functional Parameters) have been considered to measure the QoS 

perception of a user. CL is used to represent data set customer loyalty, which is the 

sum of CF, OF, FP and NFP.  

6.3.2 Company profile 
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The section provides in-depth knowledge of the profile of the samples that are 

involved in the survey. The participants of the survey are the 200 personal cloud 

storage service users. The users are the employees from various companies who 

are using OneDrive, Google Drive and Dropbox in the UK. The current section will 

thus detail and illustrate the responses of the participants corresponding to the 

questions with the help of charts and diagrams. 

 

Bar Chart 5.1: Years of experience 

The above Bar Chart 5.5 indicates the response of the survey participants towards 

the question regarding the years of existence of the company where they are 

working. From analysing the reaction of the participants, it is evident that the majority 

of the survey participants are working at the firm has an experience of 5 to 10 years 

(37%). Similarly, it is observed that the least number of participants are from the 

companies that are established within the period of 1 to 3 years (6%). Whereas there 

are only 9.5% of participants from firms with more than 11 years of existence. 
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Bar Chart 5.2: Size of the company 

Further, the survey participants were asked about the size of the company they are 

working based on the approximate turnover. The Bar Chart 5.2 is indicating the 

response of the 200 survey participants on the size of their company based on the 

approximate turnover they achieve. By analysing the graph, it is clear that among the 

survey participants the highest numbers of employees are from the firms with a 

turnover amount ranging from £500,001 to £1,000,000. Likewise, it is noticed that 

there are only 4.5% of employees are from companies with a turnover above 

£1,000,001 which is the lowest participation rate. 
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Bar Chart 5.3: Number of employees in the company 

Bar Chart 5.3 is illustrating the total number of workforce existing in the company 

where the survey participants are employed. From the analysis, it is reflected that the 

highest number of employees is mentioned as more than a value 101 and lowest 

range of workforce is indicated between the field 1 to 10 employees. However, it is 

noticed that among the 200 survey participants the least number of participants are 

from the companies having a workforce of more than 101 (4%). Similarly, the 

analysis reveals that the highest participation is marked by companies with the total 

number of employees ranging from 26 to 50 (42%).  
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Bar Chart 5.4: The main industry sector on business operates 

The above Bar Chart 5.4 is indicating the primary industry sector in which the 

business of the company where the survey participants operate. The graph is 

obtained based on the response of the 200 survey participants. There were ten 

categories of business sectors provided to the employees such as Agriculture / 

Horticulture, Finance / Accountancy, IT / IS, Legal, Logistics / Supply Chain, 

Manufacturing, Personal Services (e.g. beauty / personal wellbeing), 

Pharmaceuticals, Professional Services (e.g. business consultancy) and Retail. 

From analysing the diagram, it is obtained that the majority of the survey participants 

are from the companies which belong to the retails sector (25.5%). Likewise, it is 

noticed that the least participation is marked by the employees working in companies 

that are operating in the manufacturing industry (2.5%). 

4
5.5

15.5

3.5
6

2.5

7

10.5

20

25.5

0

5

10

15

20

25

30

The main industry sector on business operates 



 
 

127 

 

Bar Chart 5.5: Use of cloud 

Later the 200 survey participants were asked to mark their response towards the 

question that whether they are using cloud services and have some means of 

identifying and /or protecting information assets. The Bar Chart 5.5 is representing 

the response of the survey participants to the corresponding query. By analysing the 

graph, it is evident that the 100% of survey participants are using cloud services and 

has some means of identifying and /or protecting information assets. 

6.4 Descriptive statistics  

Demographics 

Variable name  No. Mean Standard deviation 

Year of existence 200 3.18 1.19 

Size 200 2.87 1.21 

Employees 200 2.77 0.98 

Sector 200 6.88 3.02 
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Cloud service usage  200 1.00 0.00 

 

Table 7: Demographics 

The above-given table details the demographics of the 200 companies selected for 

the study. From the table, it can be noted that the mean value of companies 

regarding the years of existence is 3.18, which notes that the existence of the 200 

companies lies between 3 to 10 years. The mean value of the company size in terms 

of the turnover is 2.87. It denotes that the turnover of the companies lies between 

£100,001 to £500,000. In addition, the mean value of the number of employees is 

2.77, which is 1 to 50 in number. Considering the sectors which the companies are 

belonging the mean value is found to be 6.88. Hence, it can be understood that the 

majority of the companies are belonging to the manufacturing and personal services 

sector. Furthermore, the standard deviation for the sectors is identified to be 3.02, 

and it can be understood that the difference in the responses was high regarding the 

sector. Moreover, the 200 companies are found to be using the cloud storage 

service.  

Perceptions of cloud computing and information security 

Variable name  No. Mean Standard deviation 

Cloud computing knowledge 200 2.87 1.21 

Knowledge of information security 200 2.77 0.98 

High level of awareness 200 3.66 1.19 

Awareness updated  200 3.42 1.32 

Awareness of cloud storage 200 3.00 1.13 

 

Table 8: Perceptions of cloud computing and information security 
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The above table denotes the perceptions of the individuals regarding the information 

security of the cloud computing service. It can be noted that the mean value of cloud 

computing knowledge is 2.87. Hence, it denotes that the majority of the individuals 

had responded that they disagree with the statement that they possess a clear idea 

about cloud computing to share with a friend or colleague. A similar scenario has 

been observed with the knowledge of the individuals regarding the information 

security of the cloud storage. However, the mean value regarding the high-level 

awareness of the individuals is 3.66. It notes that most of the individuals agree with 

the statement regarding the importance of cloud computing information security.  

Applications of cloud computing security 

Variable name  No. Mean Standard deviation 

Cloud storage attitude High 200 3.13 1.25 

Cloud storage attitude Medium 200 2.31 1.25 

Cloud storage attitude Low 200 2.21 1.17 

Cloud computing security application 

usage 

200 3.29 1.33 

Encouraging others to use the Cloud 

computing security application  

200 3.29 1.35 

 

Table 9: Applications of cloud computing security 

The above table contains the details regarding the cloud computing security 

applications. The mean value of high attitude of the individuals regarding the security 

of the cloud computing service is found to be 3.13. From the figure, it can be 

understood that most of the individuals have a neutral opinion regarding the 

statement. In addition, it can be identified that the majority of the individuals disagree 

with the statements that they possess a moderate or low attitude regarding cloud 

storage. Moreover, the response is found neutral among the majority of the 
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individuals regarding the encouraging others for using the cloud computing security 

application.  

 Challenges with cloud computing and security 

Variable name  No. Mean Standard deviation 

Cloud computing security cost  200 3.29 1.35 

Cloud computing security cost vs benefits 200 2.79 1.27 

Compatibility issues 200 2.83 1.50 

Ongoing cost 200 3.63 1.24 

 

Table 10: Challenges with cloud computing and security 

The above table denotes the responses of the individuals regarding the challenges 

which they face on the cloud computing and its security. From the table, it can be 

easily identified that the majority of the individuals agree that the ongoing cost is the 

main issue which they face with the cloud computing and its security. The literature 

review, similarly states that ongoing cost is one of the major challenges (Ferrer et al., 

2012). However, the proposed theoretical model does not regard the cost as the 

main challenge. The conceptual model perceives the compliance with GDPR laws 

along with the need for meeting privacy demands of the customers as the most 

significant challenges. Despite the measures taken with regard to the underpinning 

of the deterrence and remedies, the current scenario indicates the increased 

violation of privacy.  The interview responses, similarly, deem the increased privacy 

and security concerns. In addition, it has been recognised that the individuals have a 

neutral attitude regarding the compatibility issues and the cost of cloud computing 

than its benefits.  

Functional Parameters 

Variable name  No. Mean Standard deviation 
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User friendliness of cloud storage service 200 3.47 1.36 

Satisfaction with the 24x7 accessibility  200 3.33 1.28 

Reliability of the Cloud storage service  200 3.13 1.49 

Accommodation of the needs 200 3.63 1.24 

Solving queries and concerns 200 3.54 1.45 

 

Table 11: Functional Parameters 

The functional parameters regarding the cloud storage are mentioned in the above-

given table. From the table, it can be identified that the mean value of the individuals 

regarding the accommodation of the needs is 3.63. Thus it can be stated that the 

majority of the individuals agree that they find the cloud storage service as 

accommodating their needs. In addition, the lowest mean value in the table is 

identified in association with the reliability of the cloud storage service. Hence it can 

be recognised that the individuals have a neutral opinion regarding the reliability of 

the cloud storage service. 

Non-Functional Parameters 

Variable name  No. Mean Standard deviation 

Recommendation of the cloud storage service 200 3.63 1.24 

Emotional attachment  200 3.47 1.36 

Motivated for using the cloud storage service   200 3.33 1.28 

Influence of the peers and friends  200 3.31 1.44 

Switching the cloud storage service  200 3.63 1.24 

Influence of social norms for using the cloud 

storage service 

200 3.61 1.31 
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Table 12: Non-Functional Parameters 

From the above table, it could be analysed that most of the participants were willing 

to recommend the personal cloud storage services to the friends which indicates the 

advantages of the services offered. Similarly, the majority of the participants 

revealed that they hesitate to switch from the personal cloud storage services and 

the main reason pinpointed by the users was that the transferring of the data is 

difficult between different cloud services. These findings support the literature review 

and the conceptual model. Furthermore, it was identified from the above analysis 

that social norms prevailing in the market greatly influence the consumer’s choice of 

using a particular cloud storage services. These findings contradict with that of the 

interview responses which stated the lack of influence of critical mass on the 

adoption of cloud computing services. However, the role of social norms is 

underpinned by these responses similar to that of literature review and survey 

responses (Yang eta l., 2018).      Besides, these survey responses demonstrate the 

significance of both functional and non-functional parameters.  

Organisational parameters of privacy and security 

Variable name  No. Mean Standard deviation 

Deterring of the issues  200 3.73 1.18 

Remedies for the issues  200 3.47 1.36 

Prevention of the issues 200 2.79 1.27 

Effective in detecting the issues 200 3.63 1.24 

 

Table 13: Organisational parameters of privacy and security 

While assessing the privacy and security concerning the organisational parameters, 

it was noted that most of the participants agreed that deterring the issues affecting 

the privacy and security that may confront while using the cloud services are 

manageable. Furthermore, it was identified that the cloud services used by the 

respondents are effective in detecting the issues affecting the security. However, the 
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majority of the respondents remained neutral while asked about the efficiency of the 

services concerning finding the remedies for the issues encountered when using the 

services and the capability to prevent the issues.       

Customer parameters of privacy and security 

Variable name  No. Mean Standard deviation 

Understanding of the privacy agreements  200 3.58 1.40 

Willingness to store the data  200 3.67 1.26 

Complying with the existing laws 200 3.53 1.40 

Meeting the GDPR regulations 200 3.42 1.33 

Trust decay 200 3.44 1.45 

 

Table 14: Customer parameters of privacy and security 

It was evident from the above table that most of the customers consuming the cloud 

services were satisfied with the privacy and security services offered and thus was 

willing to store the personal information in the services. Furthermore, it was noted 

that the majority of the customers has been aware of the privacy agreements by 

reading through the privacy agreement. Moreover, the respondents revealed that the 

customers believe that the privacy agreements incorporated while using the cloud 

services satisfy with the prevailing regulations in the market regarding the user data. 

While assessing the opinions concerning GDPR regulations and decaying trust after 

a long time, most of the respondents remained neutral.  

Customer trust and satisfaction 

Variable name  No. Mean Standard deviation 

Customer trust  200 3.86 1.20 



 
 

134 

Customer satisfaction  200 3.61 1.16 

Table 15: Customer trust and satisfaction 

While assessing the customer trust and customer satisfaction about the use of cloud 

services, it could be interpreted that the majority of the customers showcased higher 

satisfaction level and customer trust while using the services. From the above table, 

it could be analysed that customer trust was leading than customer satisfaction. 

Moreover, it was noteworthy that the standard deviation of both the customer 

satisfaction and trust is very low indicating that there exists only very low deviation 

from the received results. Moreover, the high satisfaction and trustworthiness toward 

the services indicate a positive relationship with the customers and the personal 

cloud service providers. The conceptual model      demonstrates that the deliverance 

of features such as responsiveness, scalability and agility could build up customer 

satisfaction eventually leading to loyalty. In addition, the interview responses 

underpinned the need for extending a communication between the clients and 

vendors for retaining them. The factors that led to this higher degree of customer 

satisfaction, hence, could be regarded in relation to these factors.  

Customer Retention loyalty and advocacy loyalty 

Variable name  No. Mean Standard deviation 

Retention loyalty 200 3.87 1.18 

Advocacy loyalty  200 3.44 1.39 

Table 16: Customer Retention loyalty and advocacy loyalty 

Assessment of customer retention loyalty and advocacy loyalty are significant factors 

to assess while evaluating the efficiency of the personal cloud services. The 

retention loyalty of the customers was found to be high among the respondents 

which highly recommend that the qualities of services offered are up to the demands 

of the customers. Moreover, while assessing the advocacy loyalty, it was noted that 

the majority of the customers recommend the use of the personal cloud services. 
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Thus it could be implied that the customers were able to develop an emotional 

connection through the use of the personal cloud services.       

6.5 Cronbach’s Alpha test 

Cronbach’s alpha test was used in this study to test the reliability of the research 

instrument used in the study. Cronbach’s alpha test analyses the internal 

consistency of a research instrument (survey questionnaire) in order to estimate 

whether the collected data can be considered as a group. This test estimates the 

inter-correlation between the items in the research instrument. A higher score in 

Cronbach’s alpha is deemed ideal in a research study as it pertains to the high 

reliability of the research instrument. For practical purposes, a score of 0.7 is used 

as a cut-off range for assessing the reliability. Under this approach, a research 

instrument with score above 0.7 will be found acceptable in a research study.    

Scale Cronbach’s alpha 
Functional Parameters (FP) 0.99 
Non-Functional Parameters (NFP) 0.99 
Organisational factors (OF) 0.96 
Customer factors (CF) 0.99 

 

Table 17: Cronbach’s Alpha 

The Cronbach’s Alpha test in the current study revealed that the research instrument 

used in the study had very high reliability. The results of the test shows that three of 

the four factors tested in the current study had Cronbach’s Alpha score of 0.99 while 

the fourth factor (OF) recorded Cronbach’s Alpha score of 0.96.   This means that 

the research questionnaire used in this study has high internal validity and internal 

consistency. This also indicates that the data collected in the study has high 

reliability.  

6.6 Normality Assessment  

The normality of distribution of the survey data is assessed in this section with the 

help of normality assessment. In this study, the association between customer 

loyalty and QoS perception of personal cloud storage service users with the help of a 
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theoretical model. As per the theoretical model proposed in the study, the customer 

loyalty in a personal cloud storage service is a function of QoS perception and 

security and privacy perceptions of a user. CF (Customer Factors) and OF 

(Organisational factors) measure security and privacy perceptions of a user while FP 

(Functional Parameters) and NFP (Non-Functional Parameters) measures the QoS 

perception of a user. Normality tests estimates whether the collected data is 

distributed normally.  

Measurement Items N Skewness Kurtosis 
Statistic 

 

 

Statistic 

 

Std. Error Statistic 

 

Std. Error 

FP1 200 -0.35 .17 -1.24 .34 
FP2 200 -0.31 .17 -1.16 .34 
FP3 200 0.01 .17 -1.53 .34 
FP4 200 -0.69 .17 -0.40 .34 
FP5 200 -0.40 .17 -1.42 .34 
NFP1 200 -0.69 .17 -0.40 .34 
NFP2 200 -0.35 .17 -1.24 .34 
NFP3 200 -0.31 .17 -1.16 .34 
NFP4 200 -0.15 .17 -1.44 .34 
NFP5 200 -0.69 .17 -0.40 .34 
NFP6 200 -0.41 .17 -1.27 .34 
OF1 200 -0.73 .17 -0.24 .34 
OF2 200 -0.35 .17 -1.24 .34 
OF3 200 0.30 .17 -1.11 .34 
OF4 200 -0.69 .17 -0.40 .34 
CF1 200 -0.44 .17 -1.39 .34 
CF2 200 -0.69 .17 -0.48 .34 
CF3 200 -0.38 .17 -1.31 .34 
CF4 200 -0.38 .17 -1.22 .34 
CF5 200 -0.30 .17 -1.36 .34 

 

The normality tests result show that the items considered in the study are normally 

distributed. This is because skeweness and kurtosis values of the items are within 

the cut-off range of ±2.58. From this it can be understood that the items considered 

in the study are approximately normally distributed.     

Jarque-Bera Test of Normality 

Measurement Sample Skewness Kurtosis JB Test p-value 
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Items size Statistic Std. 

Error 

Statistic Std. 

Error 

FP1 200 -0.35 0.17 -1.24 0.34 0.329556 0.848082 
FP2 200 -0.31 0.17 -1.16 0.34 0.236541 0.888456 
FP3 200 0.01 0.17 -1.53 0.34 0.000386 0.999807 
FP4 200 -0.69 0.17 -0.4 0.34 0.586908 0.745683 
FP5 200 -0.4 0.17 -1.42 0.34 0.534102 0.765634 
NFP1 200 -0.69 0.17 -0.4 0.34 0.586908 0.745683 
NFP2 200 -0.35 0.17 -1.24 0.34 0.329556 0.848082 
NFP3 200 -0.31 0.17 -1.16 0.34 0.236541 0.888456 
NFP4 200 -0.15 0.17 -1.44 0.34 0.077046 0.962209 
NFP5 200 -0.69 0.17 -0.4 0.34 0.586908 0.745683 
NFP6 200 -0.41 0.17 -1.27 0.34 0.468052 0.791341 
OF1 200 -0.73 0.17 -0.24 0.34 0.58297 0.747153 
OF2 200 -0.35 0.17 -1.24 0.34 0.329556 0.848082 
OF3 200 0.3 0.17 -1.11 0.34 0.209961 0.900342 
OF4 200 -0.69 0.17 -0.4 0.34 0.586908 0.745683 
CF1 200 -0.44 0.17 -1.39 0.34 0.622404 0.732566 
CF2 200 -0.69 0.17 -0.48 0.34 0.624764 0.731702 
CF3 200 -0.38 0.17 -1.31 0.34 0.42132 0.810049 
CF4 200 -0.38 0.17 -1.22 0.34 0.379792 0.827045 
CF5 200 -0.3 0.17 -1.36 0.34 0.278852 0.869857 
 

Jarque-Bera Test of Normality is performed for assessing the normality of the factors 

considered in the study. The results of the JB test reveal that that JB test statistic for 

all the factors considered in the study are closer to zero. This implies that the factors 

considered in the study are normally distributed. The p-value of JB test statistic of all 

the factors are greater than 0.05 which also indicates that the null hypothesis that the 

collected data is normally distributed can be accepted.  

6.7 Structural equation modelling  
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Figure 5.1 Structural equation modelling 

Multivariate regression model is used in this study for testing the theoretical model 

proposed in the current study. As per the theoretical model, the CF (Customer 

Factors) and OF (Organisational factors) measure security and privacy perceptions 

of a user while FP (Functional Parameters) and NFP (Non-Functional Parameters) 

measures the QoS perception of a user.   This in turn is represented as: 

Customer Loyalty (CL): CF+OF+FP+NFP 

This model posits three research hypotheses as detailed below: 

H1: Customer Factors (CF) and Organisational factors (OF) have significant effect 

on customer trust towards the personal cloud storage service.   

H2: Functional Parameters (FP) and Non-Functional Parameters (NFP) have 

significant effect on customer satisfaction towards the personal cloud storage service 

H3: Security and privacy perceptions and QoS perception of a user have significant 

effect on the loyalty of a user towards the personal cloud storage service  

The current study aims to test the above research hypotheses with the help of 

multivariate regression analysis. The result of the multivariate regression analysis is 

presented in the below section.  

6.7.1 Model fit 
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ANOVAa 

Model Sum of Squares df Mean Square F Sig. 

1 Regression 259.76 20 12.99 132.11 .000 

Residual 17.60 179 .10   

Total 277.36 199    

a. Dependent Variable: Retention Loyalty  

Table 18: Model fit 

The fitness of the theoretical model proposed in the current study is estimated by 

estimating Goodness of Fit of the model. The above table summarises the results of 

the goodness of fit of the model. The table shows that the theoretical model 

proposed in the current study has strong goodness of fit. This is evident from the 

high mean square value of the regression model and the very low mean square 

value of the residual.     

6.8 Hypothesis testing  

The research hypotheses are tested in this section using multivariate regression 

analysis. The results of the regression analyses are summarised in the below table.   

Hypothesis T value P value Beta 

H1 .72 .000 .00 

H2 3.15 .000 .00 

H3 2.13 .000 .00 

 

Table 19: Results of hypothesis testing 

The results of the regression test are interpreted below.  
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H1: Customer Factors (CF) and Organisational factors (OF) have significant effect 

on customer trust towards the personal cloud storage service.   

Research hypothesis H1 had posited that Customer Factors (CF) and Organisational 

factors (OF) have significant effect on customer trust towards the personal cloud 

storage service. This is found to be true in the regression analysis. The results of the 

regression analysis indicate that the proposed model can explain 94% of the 

variation in the customer trust towards the personal cloud storage service. This 

association was found to be statistically significant as the p-value (.000) is less than 

0.05. From this it can be understood that Customer Factors (CF) and Organisational 

factors (OF) have significant effect on customer trust towards the personal cloud 

storage service.      

H2: Functional Parameters (FP) and Non-Functional Parameters (NFP) have 

significant effect on customer satisfaction towards the personal cloud storage service 

Research hypothesis H2 had posited that Functional Parameters (FP) and Non-

Functional Parameters (NFP) have significant effect on customer satisfaction 

towards the personal cloud storage service. This is found to be true in the regression 

analysis. The results of the regression analysis indicate that the proposed model can 

explain 94% of the variation in the customer satisfaction towards the personal cloud 

storage service. This association was found to be statistically significant as the p-

value (.000) is less than 0.05. From this it can be understood that Functional 

Parameters (FP) and Non-Functional Parameters (NFP) have significant effect on 

customer satisfaction towards the personal cloud storage service.  

H3: Security and privacy perceptions and QoS perception of a user have significant 

effect on the loyalty of a user towards the personal cloud storage service  

Research hypothesis H3 had posited that Security and privacy perceptions and QoS 

perception of a user have significant effect on the loyalty of a user towards the 

personal cloud storage service. This is found to be true in the regression analysis. 

The results of the regression analysis indicate that the proposed model can explain 

94% of the variation in the customer loyalty towards the personal cloud storage 

service. This association was found to be statistically significant as the p-value (.000) 

is less than 0.05. From this it can be understood that Security and privacy 
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perceptions and QoS perception of a user have significant effect on the loyalty of a 

user towards the personal cloud storage service.  

From the interpretation of the regression analysis results, it can be understood that 

research hypotheses H1, H2 and H3 holds true in the current study. Apart from this, 

the overall model proposed in the study was also found to be statistically significant 

in the current study. This is depicted in the model summary given below.  

Model Summary 

Mod

el 

R R 

Square 

Adjusted R 

Square 

Std. Error of 

the Estimate 

1 .97 .94 .93 .31 

Table 20: Regression model 

The above given model summary shows that 94% of the variation in customer loyalty 

in personal cloud storage service can be explained with the help of security and 

privacy perceptions and QoS perception of a user.   

 

Figure 5.2: Theoretical model results 

6.9 Summary  

From the overall analysis of the survey, Cronbach’s Alpha test and the Hypothesis 

testing, it could be inferred that the personal cloud computing services are becoming 
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popular and highly utilised by UK customers. However, the amount of tension 

associated with the usage of these services is found to be getting higher. The 

analysis conducted in the chapter has revealed that the changing or fluctuating 

prices of the personal cloud computing services is the major issue faced by the 

customers. The increasing price of cloud computing services makes it hard for 

customers to continue with the service. In addition, the high switching cost of the 

services makes it difficult for the customers to shift from one service provider to 

another. Another problem identified from the analysis is the lack of trust in the 

personal cloud service. It has been identified that the violation of the privacy policy 

such as the misuse of the personal data by the cloud computing service providers or 

the third parties worsens the situation and forces the customer from discontinuing 

the service.  

Furthermore, the study had proved that the proposed or formulated hypothesis such 

as the  H1: Customer Factors (CF) and Organisational factors (OF) have a 

significant effect on customer trust towards the personal cloud storage service; H2: 

Functional Parameters (FP) and Non-Functional Parameters (NFP) have significant 

effect on customer satisfaction towards the personal cloud storage service and H3: 

Security and privacy perceptions and QoS perception of a user have significant 

effect on the loyalty of a user towards the personal cloud storage service are 

accurate and supportive.  
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Chapter 7: Discussion and evaluation  
7.1 Introduction  

This chapter is framed for mainly evaluating the findings. At the time of the 

evaluation, research aim, research questions, and research objectives will be 

considering. The evaluation will also consider the entire findings.  There will be two 

sections in this chapter besides the introduction, which are discussion and evaluation 

and conclusion.  

7.2 Discussion and evaluation  

The determinants that influence the use for enterprise cloud computing services 

were assessed in this research. Five characteristics have mentioned by Sen (2015); 

Armburst et al. (2010); Hamdaga and Tahvidari (2012); Yakimenko et al. (2009); Jula 

et al. (2014); Yang et al. (2017); Armburst et al. (2010); Jula et al. (2014) and Shaikh 

and Sasikumar (2015) that may influence the use for enterprise cloud computing 

services, which are on-demand services, broad network access, pooling of 

resources, elasticity and measurement of services. The thematic analysis has shown 

that merely the Quality of Service [QoS] is not inspiring the organisations to use 

enterprise cloud computing services. This means that there are other determinants 

playing here, that can be linked with the characteristics mentioned in the literature 

reviews.  

 

It could observe from different sources that cloud storage service adoption is the 

best method for improving the business performance of firms (Chowdhury et al., 

2020). Here, the integration of technology helps the firms to improve business 

performance (Karim and Rampersad, 2017).  However, firms have important 

challenges by employing the cloud storage service and most important among them 

are data leakage and security issues (Karim et al., 2021).  From the thematic 

analysis of the research findings, some of the concerns regarding the adoption of 

cloud-based solutions can be understood. As part of this, the respondents mentioned 

some challenges, which are the cost of the integration of new technology, privacy 

issues and security issues. From the responses, the cost challenge can also be 

considered as a challenge for cloud storage service.  
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Different attributes related to the QoS that affect the privacy of enterprise cloud 

services. As part of this, accountability is highly important. Shyam and Prasad (2017) 

observed that trust of customers could be improved if the cloud service providers are 

accountable. Secondly, agility needs to note down here that affect the privacy of 

enterprise cloud services (Sharma and Madan, 2020). Regarding this, the existing 

framework can be clearly adapted to cloud computing.  In this context, data loss will 

be less.  Here portability, flexibility, adaptability and elasticity will also be ensured by 

integrating the cloud services (Garg et al., 2013). Saravanan et al. (2013) argued the 

performance attribute that affects the privacy of enterprise cloud services. The 

privacy of the enterprise cloud services assures through high accuracy, on-time 

responses and functionality (Pierantoni et al., 2020).   

Both the findings and literature debate allowed the researcher to meet the key 

objective of the research that was to assess the cloud services by deliberating the 

attributes of QoS. Here the privacy and security as the key requirements of users are 

considered. As part of this, the universal nature of cloud services could understand, 

and this facility permits the users to access information from any location (Bsharat 

and Ibrahim, 2020). Here, the unification of data is mainly occurring. However, users 

often concerned about the security and privacy of professional or personal 

information (Ali and Osmanaj, 2020).  However, QoS allow users to self-rescue from 

threats.  In this way, confidentiality, data integrity and privacy are able to protect by 

users. The literature has shown QoS performance related determinants, such as 

resource management monitoring, scalability and elasticity (Wang et al., 2013). The 

identified determinants have the capability to affect customer satisfaction, as 

customers may be willing to use the services if the service provider is able to meet 

those (Xie et al., 2021).  

7.3 Conclusion for discussion and evaluation  

The evaluation section was useful for understanding the determinants which impact 

the consumer use for enterprise cloud computing services. Different attributes 

related to the QoS that affect the privacy of enterprise cloud services (PCS) could 

recognise. Finally, an evaluation of the entire findings could conduct.   
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Chapter 8- Conclusions and Recommendations  

8.1 Introduction  

The purpose of the current section is to draw the main conclusions of the study 

primarily. For this, the findings attained by interviewing technical and managerial 

staffs from personal storage device providers such as Google Drive, Dropbox and 

OneDrive are accessed in support of literature studies. Together with this, the 

information gathered from customers who are using personal storage device 

providers in the UK is cross- compared to deliver at required conclusions. In addition 

to this, the chapter provides suitable recommendations for cloud computing 

companies to further improve their services. 

8.2 Conclusions  

Objective 1: To accumulate basic details related to the determinants that influence 

the use of enterprise cloud computing services.  

Identifying the influence of cloud computing services at the enterprise level was the 

primary objective of the current research which have been completed with utmost 

precision. The literature review has highlighted the importance of on-demand 

services as an essential factor that supports enterprise management in different 

factors in which decision making is a prior one (Mell and Grance,2011). The 

interview analysis confirms this statement in which the importance of cloud 

computing in assisting decision making is evident. Both functional and non-functional 

parameters show positive attributes to enterprise cloud computing. The basic 

structure of cloud computing that supports resource management is comprehended 

from the study in which the security risks and associated characteristic have been 

studied, which comprises the primary objective.                       

Objective 2:  To conduct a systematic literature review to propose and validate a 

framework that addresses the challenges that enterprise cloud services face in terms 

of QoS.  
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A systematic literature review has been assistive in the current study for 

comprehending the different characteristics of the company in which the resource 

pooling, service measure and elasticity is observed to be implying to the quality 

service output. A suitable framework that accuracy addresses the enterprise for 

ensuring QoS in cloud computing have criticised different models such as the 

technology acceptance model and SERVQUAL model was discussed. Ten studies 

(between the year 2011-2015) related to QoS in cloud computing was adopted for 

developing a systematic review in which the usefulness and behavioural intention 

mentioned in the technology acceptance model was confirmed by the survey 

analysis results. However, the SERVQUAL model emphasised the importance of 

assurance and responsiveness as essential in adopting cloud computing at the 

enterprise-level which can be observed as implying the QoS dimension of this 

feature (Armburst et al., 2010). Thus both the frameworks encapsulated the 

dimensions for identifying the main changes of QoS in cloud computing, while one 

focuses on customer’s perception, the other concentrates on formal enterprise 

standards.                           

Objective 3: To use the outcome of the literature to develop a framework allowing 

for the evaluation of enterprise cloud services (PCS) based on the key attributes of 

QoS and user requirements. 

The study, after identifying the key attributes of QoS, further aims to develop a 

framework that supports critically evaluating PCS as per user requirement. This 

objective has been achieved through both interview and survey analysis in which the 

questions regarding the effectiveness of PCS was satisfactory for conducting the 

research (Garg et al., 2013). The interconnection of customer trust and cloud service 

accountability along with agility and privacy concerns have been identified through 

the interview and survey analysis, which supports the literature data regarding 

effective QoS standards. Thus, it can be inferred as the existing framework will be 

supportive for evaluating PCS with the aid of fundamental attributes of QoS. This 

conclusion can be therefore identified to be achieving the third objective of this study.        

Objective 4: To identify and detail the proper research methods for evaluating the 

research questions and state the relevant justifications. 
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This study has chosen interpretive study structure as the nature of research 

variables demands an in-depth assessment of the different perspective of cloud 

computing users in terms of QoS. This decision was attained through developing 

adequate rationale on the structure of the interpretivism method to connect the 

research findings to the primary objectives which combine with the inductive process 

assisted in abstracting data from existing theories. Thus the basic pattern of 

research development was achieved through critically considering the ontological 

and epistemological factors (Angeli and Valanides, 2009). Furthermore, for 

developing a comprehensive research question that will be straightforward for 

precise justification, the systematic literature review integrated with the deductive 

approach was adopted. The primary research approach has been another support 

for obtaining the answers to the research questions, which was effective in reducing 

the complexity of the research.    

Objective 5: To discuss and analyse the findings of the expert interview to 

comprehend the major parameters that assure the loyal bond between the service 

provider and the client. 

The interview carried out with the support of technical experts at OneDrive, Dropbox 

and Google Drive was mainly structured for abstracting data on the level of loyalty 

cloud computing have gathered among the customers. The loyalty factor among the 

service provider and the customers is specifically stated in the SERVQUAL model as 

the main component that determines QoS efficiency. The interview analysis has 

furthermore focused on this factor in which the loyalty of customers that identifies the 

authenticity of data privacy delivered by the service provider was prioritised. The 

findings support this factor which can be identified as a link to the theoretical data 

and research study outcome. However, data privacy is not only identified to be 

effecting the loyalty factor but also the credibility and level of security on data 

production.              

Objective 6: To conduct a survey amongst users of the most popular cloud services 

(Dropbox, OneDrive and Google Drive) to verify the QoS and Privacy attributes 

identified from the literature. 
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Cloud computing services provided by Dropbox, OneDrive and Google Drive while 

indicating a satisfactory level of concern from the customers, the lack of 

confidentiality developed from tension on data security level is evident from the 

study. This factor determines the fact that customers still have moderate 

consideration of the QoS level of cloud computing. On the other hand, the price 

concerns are furthermore discussed in the survey analysis, which can be linked to 

the TAM framework stated in the literature review. The attitude of customers towards 

the cloud computing feature furthermore is linked to factors such as GDPR 

regulations and issue detection of cloud computing services, which is less 

emphasised in the TAM framework. However, the literature indicates the importance 

of legal aspects adjoining customer trust and QoS, which have to be balancing the 

benefits received at the customer’s end.    

Objective 7: To reflect a fuller discussion and evaluation of the findings of the study 

to draw the main conclusions of the study. 

The systematic literature review indicates the main characteristics and dimensions 

supporting cloud computing and QoS which is underpinned with theoretical support. 

The critical assessment of interview and survey analysis depicts a similar outcome 

as stated in the literature, while certain exceptions are observed in dimensions such 

as cost of service and privacy issues. The study discussed all the objectives with the 

support of literature data, which furthermore indicated the gravity of legal concerns 

associated with data protection. However, the study has identified the advantages of 

cloud computing services in providing accurate flexibility, adaptability and elasticity 

for customers which can be identified to be enhancing the QoS credibility. Finally, 

factors such as accuracy and on-time responses have been identified to be effecting 

customer loyalty while the tension of data leakage still prevails.   

 

Empirical and practical contribution   

The current study has high practical application to check on Quality of Service (QoS) 

on enterprise cloud storage service adoption. Besides, the researcher will also gain 

knowledge on the service quality importance in a real-world business context by 

considering the case of enterprise cloud storage service adoption.  
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8.3 Recommendations  

The key challenge which is faced by the enterprise could service providers that deter 

the adoption and retention level of the service users is the inability to keep upgraded 

with the evolving enterprise needs. In addition, it could also be understood from the 

thematic analysis that the critical determinants of cloud storage adoption include 

both QoS parameters (functional and non-functional). Additionally, the dominance of 

security concerns among the users' spectrum could also be evidenced by the 

thematic analysis. However, regression analysis contradicted this by stating the 

increased significance of some parameters over others. These findings are more 

significant as these results are generated from the user perspective (survey analysis 

of the cloud service users.) Therefore, to facilitate the adoption levels of cloud 

service storage options, it is necessary to address these concerns of the customers. 

Place significance to the improvement of functional parameters: As evidenced 

by the regression analysis, customers regard factors such as responsiveness and 

availability as important. The solving of their concerns and queries at the earliest and 

n the viable ways help in assuring the satisfaction of the customers. This is 

supported by the proposed conceptual framework which has stated the link between 

these elements and customer trust and loyalty in the case of enterprise cloud 

storage service options. This means that the service provider should place a higher 

significance in responding to the users alongside the assuring of security. In addition, 

availability is another major sought out factor as revealed by the regression analysis. 

This means that the service providers should extend measures by which the evolving 

needs of customers could be addressed such, as the need for an increased storage 

option. 

8.4 Future scope and recommendation to upcoming researchers  

The key recommendation is to narrow down the area of focus of the study. This 

study tried to explore the impact of a wide range of factors including functional 

parameters, non-functional parameters and security risk and privacy in facilitating the 

adoption of cloud storage services. In addition, this study considered the mediating 

factors such as customer trust and customer satisfaction in impacting the retention of 

enterprise cloud storage service usage. This broadened focus deprived the optimal 
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validity and reliability of the study. Despite the use of mixed research methods 

alongside the regression analysis and structure equation modelling, this study 

confronted with difficulties in inferring an explicit finding on the link between these 

variables. Therefore, it is suggested to narrow down the focus on either of any areas; 

such as the security and privacy risk concerns or quality of service dimension of 

cloud storage service options. In addition, it is directed to append the sample size for 

increasing the validity of the study. Another key suggestion is to use a more accurate 

sampling technique with minimal bias such as simple random probability technique 

for assuring the equal representation of the samples with respect to the chosen 

population. 

8.5 Limitation of the research   

One of the fundamental limitations of the current research is that the researcher has 

utilised only a limited number of articles for arguing the statements related to the 

research subject. Inclusion of more number of articles could advance the research 

area and help in reaching out to better conclusions. Time and cost constraints are 

the other two limitations of the current study. The strict time limit in the University 

guidelines for presenting the discussion limited the number of samples. Deficiency in 

getting the existing reviews on the research subject posed a challenge to the 

researcher in accumulating the secondary information relevant to the study again. 
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Appendices 

Appendix I: Survey   

PART A: DEMOGRPHICS 

1) Please indicate how long your company has been in existence 

0 – 1 year 

1 – 3 years 

3 – 5 years 

5 – 10 years 

11+ years 

 

2) Please indicate the size of your company by approximate turnover 

£0 - £100,000 

£100,001 - £250,000 

£250,001 - £500,000 

£500,001 - £1,000,000 

£1,000,001+ 
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3) Please indicate the number of employees in your company  

 

1 – 10 employees 

11 – 25 employees 

26 – 50 employees 

51 – 100 employees 

101+ employees 

 

 

4) Please indicate the main industry sector your business operates in  

1) Agriculture / Horticulture 

2) Finance / Accountancy 

3) IT / IS 

4) Legal 

5) Logistics / Supply Chain 

6) Manufacturing 

7) Personal Services (eg beauty / personal wellbeing) 

8) Pharmaceuticals 

9) Professional Services (eg business consultancy) 

10) Retail 

 

 

5) Please indicate whether you are using cloud services and has some means of 

identifying and/or protecting information assets 

Yes 

No 
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PART B: PERCEPTIONS OF CLOUD COMPUTING AND INFORMATION 
SECURITY 

 

6) This section of the questionnaire is looking to gather opinions on your level of 

understanding of the concept of cloud computing and information security.  There 

are no right or wrong answers.   Please indicate how much you agree or disagree 

with the following statements:- 

 

 Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I have a clear understanding of 

the term “cloud computing” and 

could explain it to a friend or 

colleague 

      

     

 

  Y 

I have a clear understanding of 

the concept “information 

security” and could explain it to 

a friend or colleague 

    

 

   Y 

 

I would describe myself as 

having a high level of 

awareness as regards cloud 

computing and  information 

security and its importance 

    

 

Y 

 

I make sure that I am aware of 

the latest developments in 

cloud computing and 

information security and that I 

pass these on to my colleagues 

    

 

Y 

 

I am aware of cloud storage 

technology and could explain 

them in suitable terms to a 

    

Y 
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friend or colleague. 

 

PART C: APPLICATIONS OF CLOUD COMPUTING SECURITY  
 

7) This section of the questionnaire is designed to allow us to understand the level 

of cloud computing security which has been adopted and which techniques and 

approaches are used predominately.  Please indicate how much you agree or 

disagree with the following statements:- 

 

 Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I would describe myself as 

having a robust attitude to 

cloud service  and their security 

(I have full software protection, 

I constantly monitor the location 

of my information and I 

regularly review procedures 

when situations change) 

   

 

   Y 

  

I would describe myself as 

having a moderate attitude to 

cloud computing and my data 

security (for example I have 

anti-viral software and regularly 

check online activity) 

     

 

Y 

I would describe myself as 

having a weak attitude to cloud 

computing and information 

security (I have little or no 

internet security, and would 

probably not notice immediately 

if I lost information). 

 

 

Y 
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I have process controls on my 

system to protect my data in 

cloud (such as encrypting data, 

regularly changing passwords, 

and backing up all information 

on a regular basis)  

 

 

 

  

 

Y 

 

 

 

 

I recognise the value of my 

information on cloud and 

encourage others to do the 

same by raising awareness and 

fostering a culture of 

information security. 

     

 

Y 

 

 

PART D: CHALLENGES WITH CLOUD COMPUTING AND SECURITY. 
 

8) This section of the questionnaire is intended to capture your opinions of the 

known difficulties and challenges with use of cloud service and implementing 

security procedures and processes.  Please indicate how much you agree or 

disagree with the following statements:- 

 

 Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I finds it extremely costly and 

resource intensive to 

continually monitor and protect 

my personal information in 

cloud computing.  

   

 

Y 

  

Although there are obvious 

benefits to cloud computing 

and its security but  it is too 

costly to implement and 

   

 

Y 
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maintain personally  

Compatibility issues with 

existing cloud service providers 

and  security protocols I 

already have in use  

   

 

Y 

  

The on-going cost of cloud 

computing standards training 

and security procedures is very 

high. 

   

 

Y 

  

 

 

Functional Parameters  

9) This section of the questionnaire is designed to allow us to understand your 

attitude towards the functional parameters of personal cloud service that you use.  

Please indicate how much you agree or disagree with the following statements:- 

 

 Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I think that the personal cloud 

storage service that I use is 

very user-friendly 

     

Y 

I am satisfied with the 24*7 

accessibility of personal cloud 

storage service 

    

Y 

 

 

I think that the personal cloud 

storage service that I use is 

very reliable  

   

Y 

  

I happy with the ability of the 

personal cloud storage service 

to accommodate my needs  

   

Y 
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I think that the personal cloud 

storage service is always 

prompt in solving my queries 

and concerns   

   

Y 

  

 

 

Non-Functional Parameters  

10) This section of the questionnaire is designed to allow us to understand your 

attitude towards the non-functional parameters of personal cloud service that you 

use.  Please indicate how much you agree or disagree with the following 

statements:- 

 
Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I am highly likely to recommend 

the personal cloud storage 

service that I use to my friends 

   

Y 

  

I feel emotionally attached to 

the personal cloud storage 

service that I use 

  

Y 

   

I am very motivated when using 

personal cloud storage service 

  Y   

I am more likely to use a 

personal cloud storage service 

if the service is used by my 

friends and peers 

  

Y 

   

I am less likely to switch from 

my personal cloud  storage 

service as it is very difficult to 

transfer data between personal 

cloud services 

   

Y 

  

I usually follow social norms 

and trends while choosing 

  

Y 
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personal cloud storage service  

 

Organisational parameters of privacy and security  

11) This section of the questionnaire is designed to allow us to understand the level 

of privacy and security offered by the personal cloud service that you use.  

Please indicate how much you agree or disagree with the following statements:- 

 
Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I think that the personal cloud 

service that I use is effective at 

deterring issues that affect user 

security and privacy   

  Y   

I think that the personal cloud 

service that I use is effective at 

finding remedies for issues 

related to user security and 

privacy 

  Y   

I think that the personal cloud 

service that I use is effective at 

preventing issues that affect 

user security and privacy 

   

Y 

  

I think that the personal cloud 

service that I use is effective at 

detecting issues that affect user 

security and privacy 

    

Y 

 

 

Customer parameters of privacy and security  

12) This section of the questionnaire is designed to allow us to understand your 

understanding as a customer regarding the level of privacy and security offered 
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by the personal cloud service that you use.  Please indicate how much you agree 

or disagree with the following statements:- 

 
Strongly 

Disagree 

Disagree Neutral  Agree  Strongly 

Agree 

I have read and understood 

privacy agreement of the 

personal cloud storage service 

that I use 

 Y    

I am willing to store my 

information in the personal 

cloud storage service as I 

believe that the service offers 

adequate security and privacy 

to my data   

  Y   

I believe that the personal 

cloud storage service that I use 

is complying with existing 

regulations regarding security 

and privacy of user data 

   

Y 

  

It is important to me that my 

personal cloud storage service 

updates its security and privacy 

standards to meet the GDPR 

regulations 

   

Y 

  

My trust with the personal cloud 

storage service has worn off 

after using it for a long time   

  

Y 

   

 

Customer trust and satisfaction  

13) Please rate your overall trust with your personal cloud storage service on a scale 

of 1-5 where 1=Very low and 5= Very high? 
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• 1 

• 2 

• 3 

• 4 

• 5 

 

14) Please rate your overall satisfaction with your personal cloud storage service on 

a scale of 1-5 where 1=Very low and 5= Very high? 

• 1 

• 2 

• 3 

• 4 

• 5 

 

Customer Retention loyalty and advocacy loyalty   

15) How likely are you to switch to another provider? (0 – Not at all likely to 5 – 

Extremely likely) 

• 1 

• 2 

• 3 

• 4 

• 5 

 

16) How likely are you to recommend the personal cloud storage service that you 

currently use to your friends/colleagues? (0 – Not at all likely to 5 – Extremely 

likely) 

• 1 

• 2 

• 3 
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• 4 

• 5 
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PART E: QUALITATIVE QUESTIONS 

1. How do you define quality of service in the context of commercial cloud 

service operations? 

2. Do you use any specific method for evaluating the quality of your cloud 

service? What criteria or metrics do you employ for monitoring and support of 

the cloud service? 

3. At an individual customer level, what are some quality expectations that 

consumers have and how does your organisation go about meeting these 

expectations? How do you think these differ from the context of commercial 

cloud platforms? 

4. Do you feel that these criteria/metrics are sufficient to guarantee user 

satisfaction through QoS? 

5. How do you think this influences continued customer commitment to the use 

of your platform? 

6. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 

and non-functional (e.g. brand loyalty), what do you think has greater impact?  

7. How much do you think security is part of the service provided? What security 

measures do you take to support your cloud? 

8. What are some challenges which you face in meeting these needs in the 

context of personal cloud storage? 

9. How often do you audit your services?  

10. Are there any future plans to enhance your service provision in terms of QOS 

and security? 

11. Do you think that the trust of customers towards cloud storage services 

change over time? Is it true that there is decay in customer trust after using 

the service for a long time? 

12. What in your opinion are the main factors contributing to customer switching 

behaviour in personal cloud storage services?   

13. Do you expect any changes in customer perception of quality of personal 

cloud storage services in the aftermath of GDPR (General Data Protection 

Regulation) enacted by the EU? 

14. How does a critical mass and social norm influence customer satisfaction in 

personal cloud storage services?     
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Thank you for your participation – your opinions are extremely valuable to this 
research.  Please be assured that all responses are intended for academic 
purposes only and will remain entirely confidential. 
          
 

Cloud Quality of Service APP. 

It will do compression between selected cloud service providers and give us option 

to choose best for our requirement e.g. To measure response times ,Security, cost, 

storage, speed, reliability, availability, less downtime  and level of service etc. for 

Personal or Commercial use. 

 

Application Structure: 

1-INSTALL CLOUD SERVICE QUALITY APP: 

 

2-WHEN I WILL RUN APP. ON THE MOBILE OR ON THE SYSTEM IT WILL ASK 

ME TO SELECT SERVICE PROVIDERS AND MY REQUIREMENTS TO GET BEST 

OPTION. 

 

DROPBOX , ONEDRIVE, AMAZONE , BT, VMWARE , MEMSET ,UKFAST 

 

3-THEN IT WILL ASK ME TO SELECT THE SERVICE I WANT TO USE CLOUD 

FOR….  

 

I-PERSONAL USE 

    - FOR TO RENT SOFTWARE 
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    -COST 

    -STORAGE 

   - VIRTUALIZATION  

   - PLATFORM 

    -SPEED 

    -AVAILABILITY  

    -RELIABILITY  

    -INFRASTRUCTURE  

   - STORAGE ETC. 

 

II-COMMERCIAL USE 

 

    - FOR TO RENT SOFTWARE 

    -COST 

    -STORAGE 

   - VIRTUALIZATION  

   - PLATFORM 

    -SPEED 

    -AVAILABILITY  

    -RELIABILITY  

    -INFRASTRUCTURE  
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   - STORAGE ETC. 

 

After selection of our requirements the APP will do comparison between selected 

providers on the bases of speed, data loss, availability, security etc. and go back in 

to last six month quality of service performance check and on the bases of the last 

six month(or as we set the duration manually) observations will suggest the best 

one.  

The emphasis would be on the intelligence of the app, the intelligence and accuracy 

of the recommender agent(s) and the efficiecny of the algorithm employed.  
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Appendix II - Transcript 

I Final 

6. How do you define quality of service in the context of cloud services? What 
do you think is the differentiator when you evaluate commercial cloud 
service operations? 
 

Quality of service in any software service context will obviously refer to providing 

the service in a way such that the customer needs are met. So, in the context of 

cloud services, I would think that this would involve the same strategy—i.e. 

providing a service that meets the needs of the customer. So when we come to an 

individual user product, like personal cloud storage, it would be different from that 

of a large scale customer. For example, any organisation, even say an SME which 

uses a cloud service, may look at time to fix the issue or the access to the service 

as more important. But for an individual y need—becomes more important. If you 

ask me, Dropbox can perhaps be like the customer, I think their ability to meet and 

provide scalability—i.e. providing what the pioneer which revolutionised the 

personal cloud storage space. We created a unique platform and I think our ability 

to provide better services and more scalability when compared to other services is 

perhaps the greatest thing that differentiates us from other customers.  

 

7. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and support 
of the cloud service? 

 

In terms of evaluating customer requirements for move to the cloud, we have a 

structured approach to gathering the information we require to migrate services to 

the cloud. In addition, we can provide options for improving the efficiency of 

services following migration to the cloud by using alternative services: options 

frequently include migration of email to Office 365 or Google Apps for Business 
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and migration of desktop services to Amazon Workspaces. So, for us, quality 

provision can be thought of as the extension of services that are made available.  

 

We operate an SLA for customers with hosted services. These are specific to the 

customer’s needs but always include 24/7 monitoring of services, full helpdesk 

support and regular account reviews. The SLA is transparent to you as a 

customer and you will have an account manager to give you swift contact should 

any service incidents arise. So yes, the SLA is the key. We monitor the provision 

of service by using the SLA as the key criterion and making sure that all the terms 

which are part of the SLA are met when needed. 

 

8. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 
 

As I said earlier, definitely consumer quality requirements are quite different as I 

think the requirements can vary immensely. Think about it: it’s the basic difference 

between a B2B and a B2C market. I think what primarily varies is the greater 

engagement that is needed with the customer. Making sure we give good quality 

is what makes or breaks us. I think Drop box has managed to grow every day 

because we provide this personalisation, this differentiation. I have worked with 

corporate clients, and typically their QoS focuses more on latency, elasticity, 

costs, scalability—things like that. In the case of the personal cloud, since we 

have the ‘freemium’ model, cost is not a key element. It’s more like the value that 

we bring to the customer, the trust in us… So, yeah, I’d say there is a big 

difference! We need to be aware of this difference. 
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9. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

Yes, I do. We do a comprehensive review to make sure that our criteria and 

metrics meet the needs of the customer. When customers call making complaints, 

we follow up. We do a survey to find out what went wrong and what was done to 

make it better. The metrics are bespoke to the customer, so we always have the 

satisfaction of the customer at their centre. 

 

10. How do you think this influences continued customer commitment to the 
use of your platform? 

I think we do give better scalability with our freemium model. While I agree that 

there are others who do the same, we partner with other service providers. For 

example, we managed to create a huge user base in India while partnering with 

Samsung and providing a 1 GB online storage space. The good part of this was 

that we made people know we were there, you know... that is what differentiates 

us from most others…  

 

11. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

Both. I can’t choose one over the other. But functional elements like speed and 

scalability are definitely important. I can’t pretend they are not. The same is true 

with our value as a brand. I don’t think we have reached loyalty yet, but the value 

of the brand is definitely important... for sure! So, I would say, as a marketing 

manager of such an organisation, I would focus on both elements as it can 

contribute to a significant increase in overall performance  
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12. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

Identity management and access. This is the biggest challenge a personal cloud 

user may face. This has led to potential challenges in other cases, so we are very 

committed to meeting this requirement. Another element that I would suggest is 

ensuring privacy and confidentiality by avoiding data breaches. I think this is a key 

area where organisation or commercial cloud computing strongly differs from the 

personal cloud storage space. When you think about it, many corporates take 

their own steps to avoid compromising their credentials and make sure that this 

takes place through multi-factor authentication and encryption. So in the case of 

personal storage, this is clearly not possible. So yes, data breach and identity 

management would be my top choice. We take efforts to make sure that there is 

no breach here.  

 

13. What are some challenges which you face in meeting these needs in the 
context of cloud storage? 

The first is cost, as many users prefer to use the freemium model. The second I 

would say, in the context of security, is the inability to get the users to be fully 

aware of the challenges of the cloud. I mean, we have a comprehensive SLA, yes, 

but how many read it? Do they know what they should do to keep themselves 

safe? I am not so sure. 

 

Yes, there as well, cost would be a factor. We try to give 24/7 support, but with 

users from around the world, this can be difficult. I think all of this comes down to 

trust and the customer perception that we can give them what they really want. 

So, this is the most important element that needs to be addressed.  

 

14. How often do you audit your services?  
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We audit our services and the provision of services from third parties on an annual 

basis and more frequently for newer and smaller suppliers. 

 

15. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

We are developing new services through our internal R&D function. These include 

the c3 cloud platform we use to operate, manage and report service provision, 

and also more sophisticated tools to automate cloud provision. In security terms, 

we are revising our audit processes at the moment and pursuing ISO-27001 

certification based on our existing processes.  

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

In my opinion, yes there is a chance. However, in my opinion, trust is the important 

factor for building a successful cooperative partnership with clients. For enhancing 

the trust among Consumers Cloud vendors must be very transparent regarding their 

underlying infrastructure, policies, and maintenance or support procedures. That is if 

the Cloud vendors follow the procedure mentioned above then there will be only less 

chance for not trusting the cloud vendors. 

 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   

Yes, The organisations will prefer to change from one cloud storage services to the 

other vendors offering personal cloud storage service if there is any security issue in 

their cloud services. 

 13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 
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Yes, the customers who are using cloud storage services will expect changes after 

the implementation of GDPR enacted by the EU. That is the customers will expect 

more concerning the principle “Privacy by Default” as it enhances the security in the 

services offered by the organisation in default. Thus the organisations are now 

obliged to take into account data privacy during the design stages of the entire 

projects along with the lifecycle of the relevant data process.  

14. How does a critical mass and social norm influence customer satisfaction 
in cloud storage services?     

I think that the critical mass influences in every purchasing decisions as well as in 

the customer satisfaction irrespective to the product or service. So I can say that the 

critical mass is playing a significant effect on the customer satisfaction in relation to 

the personal cloud storage services as well. In fact, when the customers or the mass 

have a positive outlook towards the cloud storage system, it will attract the rest of the 

individuals who intend to buy the same service. In such cases the clear reflection 

can be observed on the level of customer satisfaction.  Similarly, if the mass is 

having a negative attitude towards the service, then the customer satisfaction will 

also be in relation to that. And I think the influence of the social norm is also not 

much different from that of the critical mass.  
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II Final 

1. How do you define quality of service in the context of cloud services? 
What do you think is the differentiator when you evaluate commercial 
cloud service operations?  

Quality of service is firstly a technical term, so I would say most customers in a 

cloud context may refer to it as simply as service quality. QoS in our company can 

be something as simple as meeting the quality needs of the customer. The 

challenge here is defining what quality means to the customer. Yeah, I would say 

quality to me and my team is to make sure that we provide uninterrupted service 

with all the things that we promised the customer. When you compare the cloud 

storage to perhaps a more complex one, I would say requirements vary. A single 

user gives importance to the speed at which they can access (i.e. upload or 

download), the ability to store more (i.e. scalability), but you see, a commercial 

client may worry about privacy, about latency and loss as other elements. So yes, 

there is a definite difference between the two. The differentiator in the context of a 

cloud service platform is difficult to assess, but I would say, perhaps, meeting 

what the customer asks of us and making sure we meet these needs—yes, they 

are the true challenges that need to be met.  

 

2. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and support 
of cloud service? 

No, we do not use a specific method for evaluation of cloud services. It involves 

research and testing with an in-house proof of concept system. Limitations can be 

due to the security. 

 

 

There are few things I will keep in mind before evaluating any cloud services.  

 

1. The load that we have today, and also thinking about the future—how the work 

load may change with the growth and demand. 
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2. However, if we want to design a cloud service, a public, private or a hybrid 

cloud model, we have to invest in understanding what we want to achieve and 

design a model around that. 

3. Cloud is a term that has multiple meanings. For example, you can have a cloud 

infrastructure where you are utilising the computer (CPU, memory, storage and 

network) from a private or public provider.  

4. Cloud can be just software as a service. Software can be the application that is 

deployed to abstract the computer for the end user, where he can just focus on 

providing the software and focus on the SAS. 

5. What service will be appropriate for cloud service? 

 

Most of the cloud platforms are virtual environments, so a monitoring tool which is 

aware of the virtual environment will be good. We cannot depend on traditional 

monitoring tools which are designed for physical servers. Some of the tools I have 

evaluated are Opsview, SolarWinds, vRealize Operations Manager (vROPS), 

open source Check_MK, Nagios, etc. I would be more inclined towards vROPS, 

as it’s a product from VMware and is designed from the bottom, keeping the 

virtual infrastructure in mind. 

 

3. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 

Well, the personal cloud is where customers store a lot of important things, 

ranging from important documents to personal elements like photographs. So the 

customer does require the ability to be immediately able to reach what they want 

when they want and to be assured that what they want can be seen or accessed 

without any compromise in privacy. The quality expectations of a customer in my 

opinion are largely immediate access, ease of access and the ease of use of the 

interface. So usability is definitely an element which needs to be discussed. On 

the other hand, I’d say that a commercial platform which gives cloud has not 

extended beyond basic storage right: we have the IaaS, PaaS and others, so they 
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look for reliability, speed and other functional elements like availability and 

elasticity. We have been able to meet what the personal cloud customer wants by 

making sure that we follow what is there in our SLA. I think this is key to 

understanding our service provision capabilities.  

 

4. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

End users are never satisfied. They always want more performance, more 

storage, and more networks. I would suggest that before talking about QoS we 

have to benchmark the physical environment; then, once we virtualised, we have 

to benchmark it again so that we have a standard to look back on when we have 

any problems related to performance, etc. Sometimes users complain that after 

virtualising an application that was on a physical server, it has become slower 

than ever. They think as it’s running on a virtual machine which is running on a 

shared infrastructure, it is slow. 

 

If we have done benchmarking of an application and the server before and 

virtualisation—i.e. moving to the cloud—then we can compare the values on the 

day the user has complained and understand if the application or server is really 

having poor performance. 

 

5. How do you think this influences continued customer commitment to the 
use of your platform? 

Are you talking about the QoS metrics and the customer satisfaction and 

commitment? Well, this is not rocket science. As with any other service, when 

they are happy with us, they come back to us. 
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6. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

I’d go with functionality. I mean, the software industry has always run on 

functionality. If I can prove that my platform can improve overall access, overall 

capabilities and overall scalability, then I would definitely be able to ensure that 

the customer needs are always met. This will in turn increase my brand 

recognition maybe. Now, think about Google—what made it different from other 

search platforms? Its ability to be precise and provide the most relevant results. 

Their secret source? Their algorithm. Now the brand name is synonymous with 

the use of the web. So I’d always go with functionality as the answer.  

 

7. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

For security and privacy of the cloud, we have to manage the:  

1. Identity management/access management  

2. Physical security of the infrastructure (in private or public cloud) 

3. Making sure the service is available 

4. Application security again comes down to identity management (1) 

 

8. What are some challenges which you face in meeting these needs in the 
context of cloud storage? 

The number of users is simply too many. Meeting every end user’s needs and 

making sure that the QoS reflects the combined aggregate needs of various users 

is an uphill task. I am genuinely worried that we won’t be able to make it.  
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9. How often do you audit your services?  

Every quarter. 

 

10. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

Management of an infrastructure always requires enhancement of the service. 

This can bring more performance and improve the QoS working alongside to 

improve the security too. 

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

No, the trust of customers towards cloud storage services will not change over time if 

the communication between the client and the cloud vendor are maintained 

efficiently. In our organisation, we are maintaining the transparency between the 

client clearly regarding our infrastructure, maintenance procedures and policies 

adopted by our organisation for enhancing security. In this highly competitive 

marketplace, some of the cloud vendors will not disclose such matters to the clients, 

and this will reduce the trust among the vendors, but in our organisation, we are 

more transparent to clients. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   

Among the mobile users and internet, the popularity has been attained by cloud 

storage services. For switching behaviours from one service to the other are only 

limited in cloud storage services. In my opinion, the main four factors that induce the 

customers for switching the services from one cloud vendor to the other are mainly 

due to the four elements, and they are the risk, social norm, switching cost and trust.   
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 13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

After the successful implementation of GDPR enacted by the EU in May 2018 the 

consumers using the personal cloud storage services has expected the changes 

concerning the security of the individual's data stored in the cloud storage. After the 

implementation of GDPR, the organisations that are offering cloud services must 

utilise proper organisational and technical security measures to protect the stored 

information in cloud services against the unauthorised processing and accidental 

disclosure, loss, access, alteration or destruction. Therefore for protecting personal 

data, this GDPR helps the individuals more. 

14. How does a critical mass and social norm influence customer satisfaction 
in cloud storage services?    

The technological progress attained in the recent years has brought up many 

products and services into the public. The personal cloud storage service is one of 

such technological advancement happened in this world. Now considering your 

question the influence of the critical mass and the social norm on the personal cloud 

storage service, I would like to say that both are affecting the customer satisfaction. 

As a cloud computing professional, I can say that the mass or the public is having a 

mixed approach or attitude towards the service. Most of the individuals consider it to 

be the one of the easiest ways of storing the personal files which is large and 

important. I can strongly say that the hassle-free accessing to the service from any 

part of this world from any compatible device is what makes them attracted to the 

service. In such customers, we can see a high satisfaction level. It is, in fact, their 

satisfaction which reflects on other users or the public to purchase the service and to 

use it. However, there are some users who point out the difficulty in transferring the 

files from one service provider to another service provider. Such thoughts contribute 

to the negative social norm towards the personal cloud storage services and further 

impact on the customer satisfaction.  

III Final  



 
 

208 

1. How do you define quality of service in the context of cloud services? 
What do you think is the differentiator when you evaluate commercial 
cloud service operations? 

Today, everything is shifting to the cloud. So there is a lot of discussion on what 

can and what should be moved. For a l user, this is another thing that they think 

of. Privacy. So for me, the difference between a personal cloud and a commercial 

cloud platform is what the user wants. Commercial clients always have their own 

systems and requirements in place. So their definition or expectation of quality 

differs from an individual user’s wants. An individual user may think twice about 

putting something on the web unless they know that it would be safe. So, for a 

cloud user I would say scalability options, availability and ease of use, 

responsiveness are key factors. They also worry about latency issues, as well as 

the lack of immediate support (i.e. reliability). It’s difficult to identify exactly one 

issue as a differentiator, but I would say consistent support is a key element 

which influences the process.  

 

2. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and support 
of cloud service? 

It’s very hard to evaluate the cloud service as it depends on the requirement of the 

organisation, like performance, cost and reliability of service. But most of the 

organisations are moving towards the cloud because it’s more resilient, fast and 

easy to manage. It depends on the organisation as well as the requirement of the 

company. But most of the venders offer monitoring tools to monitor the systems 

and applications. 

 

3. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 
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I believe it’s very hard to satisfy the user, but providing a good service along with 

the up time and meeting the requirements and SLA would make a user satisfied. 

 

Now when you have a corporate client, you have a bespoke order where we 

naturally customise. But in the case of personal computing and cloud storage, this 

is largely based on a COTS approach. In such cases, we have to take the 

average of what every individual would like. This makes it next to impossible to 

address the potential challenges of all customers.  

 

4. How do you think this influences continued customer commitment to the 
use of your platform? 

I think integrating positive QoS with other elements like migration through other 

elements. An example is the OneDrive integration with Office 365. This has 

helped the customer not only choose us but remain committed to using our 

platform and continuing to use our platform when needed.  

5. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

I think its 50–50. This is mostly a reflection of the current day challenge of piracy 

and the challenge of leaks over anything else. So a lot of people trust brands or 

companies which assure that they can provide value.  

Functionality for sure. Latency and accessibility are key elements which influence 

overall performance and management. So if there is good latency and access, it is 

definitely possible that it would contribute to better performance.  

6. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 
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The biggest challenge currently facing  the market is security, especially for the 

cloud hosted infrastructure, as most of the communication can be happening over 

the public IPs. 

The best possible way is to block all the non-required ports and restrict 

communication over the specific IPs. And keep the system updated all the time. 

Also, allow very limited access to the users on the server. Also, users can use 

SSL to connect to the servers and traffic can be encrypted for communication.  

7. What are some challenges which you face in meeting these needs in the 
context of cloud storage? 

Multiple users, and the inability to meet all user needs. We have discussed this 

before. 

8. How often do you audit your services?  

As per the schedule audit mandate. Based on the organisation's requirements, we 

have to perform the audit services which include the security aspects of systems 

by overseeing the service to maintain the business continuity and upgrade the 

infrastructure as per the company requirements. 

9. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

Many vendors in the market are enhancing their product to support the cloud 

hosted infrastructure. But the only down side is security, which need to be 

improved over the communication on the cloud. Also, most organisations are 

moving towards cloud and in a process of building their own private cloud to offer 

the server an infrastructure as a service or software as a service. 

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

It depends on the cloud provider’s quality of service offered to the clients on 

comparing with the own IT department. For enhancing the trust among the 
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customers in our organisation, we provide the customers with the option to handle 

their encryption keys while storing their data in the cloud. Therefore by providing this 

security among the data stored in the cloud can be enhanced thus the trust among 

the customers towards cloud storage services will not be reduced. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   

Among the mobile users and internet, the popularity has been attained by cloud 

storage services. For switching behaviours from one service to the other are only 

limited in cloud storage services. In my opinion, the main four factors that induce the 

customers for switching the services from one cloud vendor to the other are mainly 

due to the four elements, and they are the risk, social norm, switching cost and trust.   

 

 13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

In my opinion, yes to an extent the consumers expected changes in the perception of 

quality of personal cloud storage services in the aftermath of GDPR enacted by the 

EU. As the GDPR is a set of data protection laws that help the all over individuals in 

the country and it is mainly used for data protection of the individuals. Moreover, this 

law also helps the individual to concern their data stored in the cloud and how the 

data is being used and also the individuals can raise the complaints if the information 

is misused, so it highly benefitted the individuals in the UK. 

14. How does a critical mass and social norm influence customer satisfaction 
in personal cloud storage services?     

Well, being social animal humans beings are highly influenced by the social norms 

and the culture of the society.  The influence of the social norms, the culture and the 

critical mass effect as you asked is creating a substantial impact on the customer 

satisfaction of the personal cloud storage services. We can observe that many of the 

products or the services which the individuals are purchasing are part of the social 
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influence. People even regret to buy the products or the services by considering the 

negative attitude of the public towards that specific product or service. In such case, 

it can be observed that the critical mass effect and the social norm are both 

positively and negatively influencing the customer satisfaction.  
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IV Final 

 

1. How do you define quality of service in the context of cloud services? What 
do you think is the differentiator when you evaluate commercial cloud service 
operations? 

Personal cloud storage is growing, so with it, I’d say the definition of a QoS will 

continue to change. We define QoS using different elements, but if I were to put it 

in one word, then meeting customer expectations would be the definition I use. 

Many users look for services from our platform because the use of external 

storage devices has become redundant, so they look for something that can 

provide access anywhere. In that context, QoS is something that can be defined 

by reliability of service provided as well as the speed of response when something 

goes wrong. I also think that customers are getting tired of the number of devices 

they need to store, so scalability definitely is a key component that needs to be 

assessed. But for a commercial customer, I think they look at issues like jitter, 

latency, packet loss and other elements as well.  

2. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and support 
of cloud service? 

We provide highly secure public, private and hybrid cloud solutions, hosted in 

Canada, the USA and the UK Tier 3 data centres.  

3. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 

I think today many users of personal cloud storage are moving past the free 

model. Right, they think, why waste money on external hard disks for storage? So, 

they are willing to move to a premium model from the current free model. These 

customers normally expect responsiveness in the service (i.e. ability to respond to 
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the queries of the customers) as well as the ability to increase or scale access. 

Though scalability in the context of a personal cloud platform is relatively less, it is 

important to acknowledge that the scalability is an important expectation. So, yes, 

that is the difference in my book. 

1. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

Yes, I would say so. I genuinely believe that we can meet the needs of the 

customer if we focus on our platform criteria. 

2. How do you think this influences continued customer commitment to the 
use of your platform? 

I would say the ease of sync and usability are the key elements which have 

brought about this option, no question at all. Also, it is important to understand the 

links between security and quality. When we achieve both, we improve customer 

trust in the platform and their satisfaction with the platform. This automatically 

leads to an increase in customer commitment to the platform.  

3. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

I would give more importance to non-functional attributes. The reason for this is 

that most people give importance to brand recognition rather than understand 

what a particular product or service is delivering. When it comes to online cloud 

based services, Microsoft’s OneDrive is the one that most people with any lack of 

knowledge of cloud services will choose, simply because the service has 

Microsoft’s backing. A vast majority of cloud based users are people who are just 

beginning to get their first experience in this area. Therefore, they are more likely 

to trust a big global well-known brand cloud service (perceived value) than choose 

a cloud service for its many functional parameters. 
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4. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

Our cloud platforms are highly secure and you will understand this information is 

strictly confidential.  

5. What are some challenges which you face in meeting these needs in the 
context of personal cloud storage? 

Too many quality metrics which keep evolving every day and keep changing every 

day. This makes it impossible to meet targets. 

6. How often do you audit your services?  

Regularly, using both internal and external organisations. 

7. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

Yes, there are. However, as you will understand, this information is strictly 

confidential. 

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

In my opinion, the trust among the consumers using the cloud storage services may 

change if the organisations offering cloud services did not maintain the appropriate 

communication regarding the security they provide on the cloud storage and regular 

updates on the policies adopted the organisation should also be conveyed among 

the consumers. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   

In my opinion, the main factor that highly induces the customers to switch from one 

personal cloud service to the other is a Perceived risk of incumbent service. 

However, the customers will not prefer switching from one service to other as it is the 
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enormous time-consuming process for the customers for transferring data from one 

storage device to the other storage device 

13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

In my viewpoint, yes there are specific changes in customer perception of quality of 

personal cloud storage services in the aftermath of GDPR negatively enacted by the 

EU. As customers know after the implementation of GDPR the personal data will not 

be stored longer as it is only used for the predefined purpose. Therefore after the 

implementation of GDPR, there are certain retention periods and the data that are 

unused in clouds will be expired after specific time period so this has profoundly 

affected the consumers in the certain way who are using the cloud service for the 

data storage. 

14. How does a critical mass and social norm influence customer satisfaction 
in cloud storage services?     

In my opinion, both the terms the critical mass and the social norm are connected to 

each other. I consider that it is the critical mass effect which later contributes to the 

social norm. Even though the personal cloud is a highly dependable service in the 

present days, people are not really intending to buy the service.  The reason for this 

is the misconceptions of the public towards the privacy of the files stored in the cloud 

service. I do personally know some people who are highly opposing the usage of the 

personal cloud computing system. The individuals who are opposing or criticising the 

usage of the personal cloud storage services is pointing out the lack of privacy in the 

service. They fear that their files will be misused by other parties or by the service 

provider itself. This attitude can be observed not only in a few people but on a large 

scale. This is what contributes towards the critical mass effect and the social norm 

and thereby influence the purchasing behaviour and the satisfaction of the 

customers. I would like to say that the people who are criticising the personal cloud 

storage service should questions the usage of the email service as well because 

even emails are kind of personal cloud computing. 
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V Final 

1. How do you define quality of service in the context of cloud services? 
What do you think is the differentiator when you evaluate commercial 
cloud service operations? 

Ensuring that customer needs are met by providing priority to their needs based 

on various elements ranging from data flows, different applications, user needs 

and guaranteeing a specific level of performance, etc. I’d say all of these refer to 

quality of service. What differentiates a personal cloud platform from that of a 

commercial cloud platform is the difference in focus areas. For a commercial 

cloud, it can be application or service based and so, in case we have a SaaS or 

an IaaS, we focus on throughput, delay, jitter and loss rate. On the other hand, in 

the case of a personal cloud computing platform, I’d think the focus is more on 

end user needs like resolution, quality, reliability of service, scalability and other 

such elements. I think our differentiator is not necessarily through the service 

quality platform but through other features. Having said that, I also acknowledge 

that we are able to provide high level service quality through a clear SLA.  

 

2. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and 
support of cloud service? 

Quality of service is monitored through a previously established set of parameters. 

For confidentiality reasons I can’t share this with you, but obviously, we try to meet 

the basic needs—i.e. support to the customer, using a transparent SLA, providing 

options for the customer to upgrade from the freemium model for better 

performance.  

I think we develop  based on the type of selection. This would involve the use of 

the free or the premium version. We first develop a proof of concept and then 

move forward. So, based on user needs, it is expected to change and this will help 

monitor performance. 
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3. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 

Customers expect immediate access, immediate response and, most importantly, 

the ability to migrate across different platforms. I think in the context of Google, 

being able to upload an MS Excel file or Word and then work on it offline and 

online is important. But the key difference between, say, a commercial customer 

expectation and a personal storage consumer expectation is that personal storage 

is more simple and the needs are clear. The customer expectations are met by 

constantly asking the customer what they want. We do surveys; we do internal 

team meetings to figure out what an average customer would need; we have done 

focus groups to understand and to be able to differentiate the customer from a 

corporation. We have also been thinking about remote services. The ability to 

emulate the service experience for potential users is important. So we try to do 

remote testing in our organisation.  

For instance, we try to generate traffic through existing technology and stress the 

test networks using the traffic. This is effective for us, but obviously time 

consuming. The bigger companies always look for more, so their expectations can 

be complex. I think in the context of companies which go for commercial services, 

centralisation of services and speed is important.  

4. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

For the majority of the customers, yes. Sometimes it’s not possible to meet the 

needs of every single customer . I think our complaints record shows that most of 

the problems customers face are technical, which get resolved immediately. The 

overall feedback is good.  
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5. How do you think this influences continued customer commitment to the 
use of your platform? 

The ability of to provide different services really. To the end customer, the costs of 

services have become much cheaper and more accessible. So, if we can give 

them multiple services ranging from providing a software service, a networking 

service, an application service as well as an access service, then we can perhaps 

standardise the infrastructure service quality. This can improve commitment.  

6. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

Definitely non-functional parameters. I believe that the cloud services market is 

not yet mature and therefore, when a particular product or service is introduced to 

the world, the non-functional parameters gain an edge when it comes to impact on 

QoS. However, I would also add that cloud based services are quickly gaining 

popularity and it will not be too long before individuals start giving more weightage 

to functional parameters. 

7. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

Multifactor authentication systems such as one-time passwords, phone-based 

authentication and smartcards protect cloud services because they make it harder 

for attackers to log in with stolen passwords. The Anthem breach, which exposed 

more than 80 million customer records, was the result of stolen user credentials. 

Anthem had failed to deploy multifactor authentication, so once the attackers 

obtained the credentials, it was game over. Many developers make the mistake of 

embedding credentials and cryptographic keys in the source code and leaving 

them in public-facing repositories such as GitHub. They also need to be rotated 

periodically to make it harder for attackers to use keys they’ve obtained without 

authorisation. Organisations planning to federate identity with a cloud provider 

need to understand the security measures the provider uses to protect the identity 

platform. Centralising identity into a single repository has its risks. Organisations 
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need to weigh the trade-off of the convenience of centralising identity against the 

risk of having that repository become an extremely high value target for attackers. 

8. How often do you audit your services?  

Regularly. 

9. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

We are trying to improve our sync capabilities to improve performance. 

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

In my opinion, it will not change. That is the customers who are using the cloud 

services for a longer time will not decay their trust in the organisation offering cloud 

service if the organisations maintain their data with high security for a long time and 

if the data of the particular organisation are misused and if the information gets lost 

then the trust will get decayed. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   

In my point of view, the factor that compels the customers to transfer from one cloud 

service to the other cloud vendors is due to the elements such as favourable social 

norms, transfer trust and the Perceived critical mass towards the new services. 

These are the main factors that promote the customers to shift from one cloud 

service provider to the other. 

13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

Yes, I expect changes in customer perception of quality of personal cloud storage 

services in the aftermath of GDPR enacted by the EU. As after the implementation of 

GDPR, the new obligations on businesses has been implemented that is in the UK 
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who are using cloud services must ensure the customers that the cloud service they 

are using must not cause the applications and system the organisation design for 

storing the data should not expose the customers to any risk. Therefore by this, the 

customers are more satisfied with using the Cloud storage services. 

14. How does a critical mass and social norm influence customer satisfaction 
in cloud storage services?    

In my personal opinion, social norms or the critical mass are not creating an impact 

on the customer satisfaction of the personal cloud storage services. Being a cloud 

computing professional I have not encountered any such incidents or opinions. The 

personal cloud storage service is highly used by the individuals in the present days. 

In fact, the usage of the personal cloud storage services is increasing day by day. In 

such a case I don’t believe that the critical mass or the social norm even though it is 

negative is creating a substantial impact or influence on the purchasing behaviour or 

the satisfaction of the customers.  
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VI Final 

1. How do you define quality of service in the context of cloud services? 
What do you think is the differentiator when you evaluate commercial 
cloud service operations? 

I think QoS is the ability of the service provider to be able to meet a set of 

contracted clauses and quality requirements. This is given through the SLA. So 

the QoS in the context of a personal cloud storage platform is something that can 

meet the SLA needs. I think it is the SLA that is different in the context of a 

personal user and a commercial user. I think that is the primary differentiator that 

can be seen.  

2. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and 
support of cloud service? 

SLA agreements are the key to our QoS measurement and metrics setting. We 

make sure that our agreement covers all our quality assurances. However, we do 

understand that resource capabilities and scalability options for the customers can 

bring potential challenges and that these challenges need to be met. So, we also 

focus on impairment risks that take place and are found to influence the operation. 

This research contends that applications need to be consistently monitored for 

infrastructure resource delivery due to potential challenges associated with VM 

failure within the platform. This can influence the customer and can ultimately 

degrade service quality. Therefore, the measurement of these applications is 

needed.  

In terms of monitoring the support services, I’d say we have a direct platform 

through which the customer can give feedback. I will admit that, given the global 

reach, assurance is an issue, but we take pride in the fact that every query is 

attended to within 24 hours. 
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3. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 

Customer expectation is an on-time service based on quality assurances we 

made in the SLA. It is as simple as that and we would like to maintain these 

needs. To truly achieve these needs, we believe that constant monitoring of the 

SLA agreements as discussed before is enough. I think customers expect 

immediate synchronisation across various systems. But I’d say it’s a challenge, as 

the number of customers in a personal cloud platform is just too many; there is 

just so much variation in what they need.  

4. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

Absolutely. This is a guarantee. As we strongly focus on building the overall 

platform strength by focusing on various QoS requirements, it will influence their 

satisfaction. The key is consistent follow up. This can help us improve our overall 

performance. I also believe that monitoring QoS through data analytics has helped 

improve overall performance. For example, we track the number of service 

complaints we receive, try and figure out how we can overcome potential 

challenges and problems. We also see where the challenge comes and try to 

reduce the number of complaints. Monitoring and support are based on our SLA 

agreement. We give complete support and we make sure that there is quality 

assurance where needed.  

5. How do you think this influences continued customer commitment to the 
use of your platform? 

I think the true ability of these services is the ability to create impairments and 

partnerships. For example, the personal cloud platform not only provides a 

storage space but also offers some application access. Now, these rely strongly 

on critical components which are provided directly as partnerships. For now, we 

don’t work with those outside our organisation and this is followed by our 

competitors as well. So if we continue to create positive partnerships and meet 
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independent needs, I think we will continue to create a positive relationship with 

the customer. I believe that capabilities like Database-as-a-Service (DBaaS) and 

Load-Balancing-as-a-Service (LBaaS) allow cloud service providers to ‘buy’ a 

mature technology component service rather than ‘building’ private and 

application-specific instances. However, these offerings are vulnerable to service 

reliability, latency, quality and unavailability impairments as well. 

6. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

Both functional and non-functional parameters have a role to play. The exact ratio 

of which parameter holds more value depends on each type of individual, since 

everyone has unique requirements, likes and needs. In my opinion, in terms of 

overall scale, functional parameters have more importance when compared to 

non-functional parameters. I also believe that the more time cloud based service 

providers are given to improve their product and customers learn about such 

services, more people will start giving more importance to functional parameters. 

7. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

Practically every cloud service and application now offers APIs. IT teams use 

interfaces and APIs to manage and interact with cloud services, including those 

that offer cloud provisioning, management, orchestration and monitoring. 

The security and availability of cloud services—from authentication and access 

control to encryption and activity monitoring—depend on the security of the API. 

Risk increases with third parties that rely on APIs and build on these interfaces, as 

organisations may need to expose more services and credentials, the CSA 

warned. Weak interfaces and APIs expose organisations to security issues related 

to confidentiality, integrity, availability and accountability. 

8. How often do you audit your services?  

Quarterly. 
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9. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

I am not involved in the development. 

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

Yes, there is a chance from the customer’s side to mistrust the organisation's cloud 

services offered to the customers if there is a lack of transparency and 

communication between clients and Cloud service vendors. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   

In my opinion, personal cloud service adoption of users may get affected by the 

user's perception, and experience on services offered by the cloud vendors and 

technical characteristics of cloud computing may have both positive or negative 

influence. 

13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

Yes, the customer expectation has wholly changed concerning the quality of 

personal cloud storage services in the aftermath of GDPR that is implemented by the 

EU. After the implementation of GDPR, the privacy of the data stored has been 

strengthened more in two ways. The primary purpose is that the organisation 

responsibility is to protect the user data has increased, and secondly, the consumers 

can know how their data has been used, accumulated and stored and also whenever 

it is requested by the customers to delete it can be deleted, and this highly benefits 

the customers after the implementation of GDPR. 
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14. How does a critical mass and social norm influence customer satisfaction 
in personal cloud storage services?     

First of let me tell you that the social norm or the critical mass is not that much 

influencing on the customer satisfaction of the personal cloud storage services. I am 

not saying that it is not at all influencing. Yes, it is influencing, but only on a certain 

level. The personal cloud storage service has become an integral part of the modern 

storage systems. However, certain criticisms are visible regarding the safety of the 

files stored in the personal cloud storage systems. The criticisms are found to be 

generating the social norm that the personal cloud storage services are not safe. 

Even though the criticisms and anxiety regarding the safety of the personal cloud 

storage services exist, it is not able to create a notable effect on the satisfaction level 

of the customers. Majority of the users possesses a positive attitude towards the 

personal cloud storage services and are found to be highly satisfied also.  
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VII Final 

1. How do you define quality of service in the context of cloud services? 
What do you think is the differentiator when you evaluate commercial 
cloud service operations? 

Quality for a personal cloud storage user is definitely something that is based on 

the immediate needs of the customer. So, in this context, I would say providing a 

service when needed—i.e. on-demand service—is the most important thing. I’d 

say this should also be as automated as possible—for example, network storage 

and reduced time of upload without the requirement of human interaction is a key 

element. Automatic upload to the cloud in the OneDrive is definitely a key element 

that forms part of the QoS platform.  

In contrast, I think if asked to comment on a commercial cloud, the focus is more 

on resource use. So I think in organisations, resource pooling can be a key QoS. 

You may not agree with this, but the provider’s computing resource use can be 

considered. So they may look for physical and virtual resource platforms. This is 

definitely something that needs to be considered. I also think that the commercial 

cloud has the bigger requirement of being rapidly elasticity-providing in its 

approach. I think elasticity and rapid scalability is are key elements which are 

more important in a commercial context. Many individuals look for space, and say, 

a 10 GB cap is more than enough for many users around the world.  

2. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and 
support of cloud service? 

I’d say for a long time even the software industry used customer satisfaction as 

the key element which influences quality metrics. So when we develop a quality 

metric, we focus on this element as the key indicator. However, we also base our 

measurement on other elements. These include factors like defect measurement 

or areas where there is drop in service provision. We also like to categorise the 

potential metrics based on preventing the error (e.g. metrics to see how the drop 

in service or, for example, the lack of immediate response to a query is carried 

out). 
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The quality of monitoring a given service is largely based on the ability to meet 

individual needs and based on how we integrate the personal cloud into other 

services like the use of software. I think traditionally a lot of metrics associated 

with structured software quality based their assumptions on the number of 

decisions in the control flow. These metrics only suggest the possibility of the 

problem. Today, the challenge in metrics monitoring is to see how the error or 

lapse in quality could have been prevented. That is the key. 

3. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 

Customer expectation is immediate access and efforts need to be taken to ensure 

that there is immediate access. A primary risk that we face is the infrastructure 

latency. I think customers, especially end customers like those who use personal 

cloud storage, are not aware of the service latency concept and therefore often 

have the biggest expectations in this context. For instance, if the service is in a 

non-virtualised context, then the response time for, say, a fast and a slow query is 

not greatly different. But imagine if the same is done using a virtualised 

infrastructure. In fact, the use of Google Drive based on use of Google Office has 

been a key challenge as we have had some complaints of service latency. This 

can lead to a significant loss in the patience of the customer, which can in turn 

lead to their dissatisfaction and inability to satisfy their expectations. 

4. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

Yes. I think we can meet the needs of the customer. How effectively can this need 

be met? Only through tracking of the performance. We also keep a detailed log of 

ongoing and future ways in which QoS criteria can be defined. We normally 

categorise them broadly based on, say, functionality (e.g. latency or scalability) 

and non-functional or customer or user end challenge (e.g. ease of use). We 

make sure that all these criteria are clearly defined and that is circulated across 

the organisation. 
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5. How do you think this influences continued customer commitment to the 
use of your platform? 

I think constant monitoring and revisiting the platform needs has led to better 

performance. We will continue to create a positive environment where users will 

find it effective to use the platform as long as the SLA is tight. To create this, we 

need service level objectives for all cloud platforms and constant revisiting of 

these objectives. The approach can be managed such that we can enhance fault 

isolation and can ensure that the fault is identified when needed to improve 

service quality needs. Therefore, as long as existing parameters continue to 

provide clear service boundaries and requirements, it would be easy to pinpoint 

the problems within the platform. This will make it easier to determine the problem 

and fix it. Architect applications aim to minimise the impact of cloud infrastructure 

impairments on end customers. In addition, test applications with likely 

infrastructure impairments  ensure that customers consistently receive acceptable 

service quality. 

6. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

I would rate functional parameters as having a greater impact on QoS. This is 

simply because, over time, customers will start learning more about the various 

types of cloud services available and will become more proficient in using them. 

This will give them a better understanding of the products’ functional parameters. I 

believe that if the functional parameters are good, then over time the name of the 

product will automatically become famous and brand recognition will improve 

automatically. Therefore, I believe that giving more importance to functional 

parameters will over time improve non-functional parameters. 

7. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

System vulnerabilities, or exploitable bugs in programs, are not new, but they've 

become a bigger problem with the advent of multitenancy in cloud computing. 

Organisations share memory, databases and other resources in close proximity to 
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one another, creating new attack surfaces. Fortunately, attacks on system 

vulnerabilities can be mitigated with basic IT processes. Another element that 

needs to be highlighted is phishing. Fraud and software exploitation are still 

successful, and cloud services add a new dimension to the threat because 

attackers can eavesdrop on activities, manipulate transactions and modify data. 

Attackers may also be able to use the cloud application to launch other attacks. 

I also think insider threat and the associated challenge is an issue. The insider 

threat has many faces: a current or former employee, a system administrator, a 

contractor or a business partner. The malicious agenda ranges from data theft to 

revenge. In a cloud scenario, a hell-bent insider can destroy whole infrastructures 

or manipulate data. Systems that depend solely on the cloud service provider for 

security, such as encryption, are at greatest risk.  

8. How often do you audit your services?  

Monthly. 

9. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

I am not involved in this. 

11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

In my viewpoint, there is no chance to decay the trust between the customers 

towards the organisation who are using the cloud services for the longer time. For 

example, in our company, there are a lot of clients who are using the cloud services 

for several years, and we have provided the clients with their encryption key to 

secure their data in the cloud, so they are much satisfied with our service and nu any 

mistrust created. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in cloud storage services?   
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In my opinion, No, as switching behaviour in personal cloud storage services is the 

most time-consuming process that is to shift the data from one cloud services to the 

other take more time so the individuals will note prefer to switch from one service to 

the other. 

13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

Yes, there are a lot of changes in customer perception after the implementation of 

GDPR enacted by the EU in the quality of personal cloud storage services. As the 

customers know after the implementation of GDPR in cloud services, there are 

various changes involved in terms of security that is it strengthens privacy, data 

control and visibility, data sovereignty and also enhances the confidentiality by 

security and design. 

14. How does a critical mass and social norm influence customer satisfaction 
in cloud storage services?     

Well, in my opinion, there is nothing such as the social norm or the critical mass 

effect on the customer satisfaction of the personal cloud storage services. I know 

that the social norms are a significant factor in influencing the purchasing behaviour 

of the customers.  Similar to the social norm the critical mass effect can control the 

purchasing behaviour of the individuals. Even though both the critical mass and the 

social norm is capable of influencing the purchasing behaviour of the individuals with 

the products and services, in the case of personal cloud storage services there is no 

such influence. It is in fact because that personal cloud storage service is different 

from other types of services and those who willing to purchase it and their 

satisfaction will not be influenced by the social norms, unlike other products or 

services.  
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VIII Final 

16. How do you define quality of service in the context of cloud services? What 
do you think is the differentiator when you evaluate commercial cloud 
service operations? 

So, quality is what we assure our customers of and  is part of our SLA. But QoS 

can be too technical and not something the direct customer would be able to 

understand. What they look for is reliable service, without down time, all time 

access and response when they have a challenge. This is something we need to 

be fully aware of and accept the same. Another service quality attribute that I 

would immediately think of is the ability to provide access to a broad network of 

services. These can include various elements ranging from standardised 

mechanisms promoting use by heterogeneous sources like mobile phones, 

laptops, work stations, etc. So this is another aspect that an individual user may 

look for—i.e. they may use a tablet, a mobile phone or a personal laptop. So sync 

in different devices is something they may focus on. 

Differentiator? Well, I’d say 24/7 support. Our reliability is the most important 

element. 

1. Do you use any specific method for evaluating the quality of your cloud 
service? What criteria or metrics do you employ for monitoring and support 
of cloud service? 

In a commercial context, it is important to acknowledge that there is an absolute 

guarantee which needs to be immediately enforced. Commercial clients pay more 

so they obviously look for an immediate response. Faster response time, less 

jitter, less latency is obviously a difference. I’d argue that the basic elements for 

both remain the same. 

We monitor performance using different tools like Ops View and Solar wind. Ive also 

been recommended that open source elements would work, but we have not used it 

at all.  
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2. At an individual customer level, what are some quality expectations that 
consumers have and how does your organisation go about meeting these 
expectations? How do you think these differ from the context of commercial 
cloud platforms? 

There are multiple elements which can be highlighted as the expectation of the 

customer and we have discussed many of these before. The biggest one, if you 

like, is the assurance and trust that the customer has in my platform. If I have that, 

I will keep the customer. Customer retention costs in the personal cloud storage 

platform are high. This is because, when compared to the corporate customer, the 

number of customers is very high so their requirements and expectations keep 

varying. It’s not necessarily costs, but it a lot of different elements.  

3. Do you feel that these criteria/metrics are sufficient to guarantee user 
satisfaction through QoS? 

As I’ve been saying all along, the first and foremost element that a consumer 

thinks will help him/her in the context of a software service is the ability to maintain 

quality in terms of access to a particular service, ensuring that this access leads to 

reliable and continuous elements and, finally, ensuring that there is retention of 

the service and the ability to complain when such retention is not achieved. So a 

customer who is part of a personal cloud platform does not care about other 

elements like cost or infrastructure. If we give them this service, they will continue 

to be happy with the platform and will continue to use the platform as expected 

and needed.  

4. How do you think this influences continued customer commitment to the 
use of your platform? 

When the customer needs are met and they are satisfied, they will remain 

committed. However, it is also very important to note that a balance between 

security and service quality needs to be established. I believe that if we are able to 

avoid impairments and security breaches while ensuring that if they do happen we 

mitigate them very fast, we can definitely create customer commitment. Think 

about it—in any service, what is important is ensuring that there is visibility of 

metrics and accountability at different levels. We need to think of the cloud as an 
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eco-system where constant feedback from the client is gained to ensure that the 

independent customer needs are always met. This is the best way to create 

customer engagement and customer commitment to the platform.  

5. If I were to differentiate the QoS in terms of functional (e.g. elasticity, speed) 
and non-functional (e.g. brand loyalty), what do you think has greater 
impact?  

Well, in my experience, it is not always easy to develop a platform which brings 

about an improvement in quality if we don’t focus on both, so yes, both equally 

important.  

6. How much do you think security is part of the service provided? What 
security measures do you take to support your cloud? 

Data challenges are in my opinion the greatest, even more than other challenges. 

Compliance policies often stipulate how long organisations must retain audit 

records and other documents. Losing such data may have serious regulatory 

consequences. The new EU data protection rules also treat data destruction and 

corruption of personal data as data breaches requiring appropriate notification. 

Know the rules to avoid getting in trouble. Also, think about it: it is all well shared 

and not very clear at all. If an integral component gets compromised—say, a 

hypervisor, a shared platform component, or an application—it exposes the entire 

environment to potential compromise and breach. We do many things like 

defence-in-depth strategy, including multifactor authentication of all hosts, host-

based and network-based intrusion detection systems and others. 

7. How often do you audit your services?  

Monthly. 

8. Are there any future plans to enhance your service provision in terms of 
QOS and security? 

Confidentiality issues.  
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11. Do you think that the trust of customers towards cloud storage services 
change over time? Is it true that there is decay in customer trust after using 
the service for a long time? 

If the organisation offering cloud services does not maintain any transparency 

between their clients, then the trust among the organisation will get reduced over 

time, and this will profoundly affect the brand's reputation. 

12. What in your opinion are the main factors contributing to customer 
switching behaviour in personal cloud storage services?   

In my viewpoint, various factors permit the users to shift their service from one cloud 

service to the other and one main factor that profoundly influences the consumers 

are security factors that affect the data stored in the cloud storage. 

 13. Do you expect any changes in customer perception of quality of cloud 
storage services in the aftermath of GDPR (General Data Protection 
Regulation) enacted by the EU? 

Yes, there are a lot of changes in customer perception of quality of personal cloud 

storage services in the aftermath of GDPR enacted by the EU. As after implementing 

the GDPR the security of the data stored in the cloud will be enhanced. That is after 

the implementation of GDPR all organisations are decided must implement ‘Privacy-

by-design’ as the main principle for every system and application mainly for 

protecting the personal information of the customers who are using cloud services. 

14. How does a critical mass and social norm influence customer satisfaction 
in cloud storage services?     

The critical mass effect is something which is very significant when it comes to the 

satisfaction level or the purchasing behaviour of the individuals. I believe that the 

social norm or even the critical mass effect is very powerful and are capable of both 

promoting and destroying the reputation and image of a brand, their product or 

service. In my opinion, both the social norm and the critical mass carry an element of 

control which constrains our behaviour. It is what tells us what to do, how to do or 

what not to do. These constrain or the control is visible when it comes to the use of 
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personal cloud storage services.  I have seen people criticising the personal cloud 

storage services believing that their files are not safe in the system. They even 

promote their misconception and restricts others from using it. This misconception is 

what pulling down the customers from using the service and significantly reducing 

their satisfaction level. 
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Appendix 3: Regression analysis results 
 
Effect of Customer Factors (CF) and Organisational factors (OF) on customer 
trust towards the personal cloud storage service 
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Effect of functional and non-functional parameters on user satisfaction   
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Effect of Security and privacy perceptions and QoS perception of a user on the 
loyalty of a user towards the personal cloud storage service 
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