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I. OVERVIEW

The cloud computing model has brought in a bevy of digital
innovations and disruptions. With the faster proliferation of
containers, which are being positioned as the most optimal
runtime for microservices-centric applications, the usage of
container orchestration platform solutions (alternatively con-
tainer life-cycle management platforms) has recently gone up
significantly. Therefore, establishing, sustaining and managing
containerized cloud environments is getting a lot of interest
among worldwide cloud experts and data center pioneers.

Containers are lightweight virtualization solution gaining
a huge mind and market share these days. Physical ma-
chines/bare metal servers are being partitioned into hundreds
of containers. Therefore, Due to the heightened container
density in a typical cloud center, the operational and manage-
ment complexities of containerized clouds are bound to rise
drastically. This has propelled and pointed out the need for
automated solutions to simplify and streamline container cloud
management aspects. Having realized this predicament, Cloud
professionals and pundits have insisted for container orchestra-
tion platform solutions. In this regard, Kubernetes platform has
gained the much-needed prominence and dominance to facili-
tate the movement towards Kubernetes-managed containerized
clouds, which host microservices-centric applications.

This development, deployment and management model is
being termed as cloud-native computing. Kubernetes is being
positioned as the key container orchestration system frame-
work for managing containerized applications for the cloud-
native era. Kubernetes is a powerful orchestration platform for
containerized applications and services and can be applied into
important future technologies including cloud/edge computing
and IoT gateways. Its feature HPA provides dynamic and
effective scaling for applications without the necessity of
human intervention.

Kubernetes (K8s) is being established as the platform for
container life-cycle management. Containerized applications
are being exposed as pods. Now pods are being managed
intelligently through K8s. We can safely expect the futuristic
cloud environments will be containerized and Kubernetes-
managed. As cloud-native environments are typically dense,
the interaction and collaboration complexities are bound to
be high. So, researchers are exploring different aspects of
containerized clouds. We have decided to dig deeper in order
to clearly understand the performance bottlenecks in any
Kubernetes environment and to bring forth a series of steps
to proactively eliminate performance issues with the sole

intention of establishing and sustaining high-performance K8s
environments, which host all types of applications. All kinds of
enterprise-scale software (enterprise resource planning (ERP),
supply chain management (SCM), customer relationship man-
agement (CRM), knowledge management (KM), e-commerce,
etc.) are being taken to K8s environments. Similarly, mo-
bile, wearable, IoT, block-chain, and telecom applications
are also accordingly modernized and migrated to Kubernetes
environments. Precisely speaking, all kinds of transaction,
analytical, and operational applications are hosted and run on
K8s environments. For such environments, high performance
is definitely essential. In this paper, we are to articulate and
accentuate the performance challenges and concerns and how
they can be surmounted through a variety of technologies.

II. TECHNICAL INNOVATIONS

Kubernetes simplifies the deployment and management of
applications on a wide range of infrastructure solutions. It
helps IT teams manage distributed applications in containers,
but it also introduces new challenges. Performance is critical
for any application deployed in a Kubernetes cluster to ensure
that the cluster scales to meet changes in request volumes.
And the use of containers for large-scale systems opens many
challenges in the area of resource management. Kubernetes has
definitely brought in a number of noteworthy advancements in
administering, operating and managing containerized clouds
in an automated manner. Self-healing and auto scaling are
the most important contributions and optimized the cloud
operating costs and Quality of Service. Service resiliency,
IT reliability, and insensibility are being accomplished with
additional tools on Kubernetes. Newer workloads are being
hosted, run, governed, orchestrated and enhanced through the
steadily growing Kubernetes tools ecosystem which allows
containerized applications and services to run resiliently with-
out the need of human intervention. And the focus is to reduces
the response time and to meet the service level objectives.

1) Exploring the Performance Bottlenecks of Kubernetes
Environments at Infrastructure, Platform, Container, and
Microservice levels.

2) Articulating and Accentuating the Best Practices for
surmounting Performance Limitations and Lacunae.

3) Leveraging Machine and Deep Learning Algorithms and
Approaches for detecting Performance problems and
their resolutions.

4) To Build an enabling Artificial Intelligence (AI)-inspired
framework for Performance Engineering and Enhance-
ment for Kubernetes Environments.



III. EARLY STAGE IDEAS WITH PROOF OF CONCEPT

The goal of the performance analysis is to build highly
available, scaleable and stable autoscaling algorithms with the
help of machine learning and deep learning methods. This
research entails the classification of data analytics and artificial
intelligence (AI) algorithms. The other enabling technologies
and tools play a very vital role in shaping up a viable
mechanism towards the seamless and spontaneous transition
of data to knowledge. We focus on the following

1) Performing Performance Analysis and Assessment of
Microservices, Containers, Service Composition, Con-
tainer Orchestration, etc. and Pinpointing Performance
Challenges of Kubernetes Clusters. Performance Chal-
lenges of Kubernetes Clusters.

2) Explaining the Tools and Approaches for accelerated
Deployment of Artificial Intelligence (AI) and Data
Science Models on Kubernetes Systems.

3) Performing Performance Analytics using Machine
Learning (ML) Algorithms and arriving Performance
Engineering and Enhancement (PE2) Methods.

Fig. 1. Kubernetes Architecture

IV. FRAMEWORK, MODELING & EXPERIMENTATION

This research entails the following steps:

A. Data collection and cleansing

The aim is for the cluster to auto scale when incoming
requests exceed normal usage patterns. And also understand
the impact, by comparing the performance of Kubernetes

Fig. 2. Kubernetes Horizontal Pod Auto-scalar

Fig. 3. Kubernetes Vertical Pod Autoscaler

cluster and evaluating the impact of decisions on cluster
performance. This is a very crucial step towards performance
prediction and prescription for performance enhancement. We
need Kubernetes clusters’ operational, performance, scalabil-
ity, log, and security data from multiple sources. When there is
a big data, the decisions being taken out of the data are also
accurate. Further on, wrong data leads to wrong conclusion
and hence data has to be clean, error-free, and complete.
There are enabling tools to repair all kinds of data. As we
are to leverage the increasing power of artificial intelligence
(AI) algorithms (machine and deep learning), data volumes
play a very vital role in bringing forth the useful and usable
knowledge from them.

B. Data Pre-processing and Storage

Data has to be subjected to a variety of deeper investigations
in order to do desired translations of data according to the
target requirements. As data has to be mined, analyzed and
processed accordingly, data has to be prepared for that actions.
Data, coming from different and distributed sources, are in
disparate format and structure. All the deviations have to be
closed down to facilitate data analytics. Secondly, for big data
analytics through batch processing, data storage is mandated.
There are file systems, SQL and NoSQL databases, in-memory
databases, etc.

C. Data Analytics

Now data is in prime position to be analyzed. There are
big, fast and streaming data analytics platforms and methods.



These are primarily used for deterministic and diagnostic an-
alytics activities. Now with the surging popularity of artificial
intelligence (AI) algorithms for bringing forth predictive and
prescriptive insights, the data analytics scenario is bound to go
through drastic changes in the days to unfold. Thus, extracting
actionable insights out of data heaps is getting simplified and
streamlined through the smart leverage of machine and deep
learning algorithms.

D. Knowledge visualization

Data analytics helps in discovering knowledge, which gets
disseminated to actuation systems, business executives and
other automation systems to ponder about timely counter
measures. Thus, analytics technologies and tools play a very
vital role in shaping up a viable mechanism towards the
seamless and spontaneous transition of data to knowledge.

V. CONCLUSIONS

The prime problems include the performance engineering
and enhancement of Kubernetes clusters and to visualize and
realize intelligent container clouds. The study includes the
system responds to a sudden increase in requests, responds
under a heavy load and the survives survival of system under
a constant, moderate load for longer duration of times. And
with the better prediction accuracy and the recent mature of
the artificial intelligence (AI) contributed by the adaptation of
using deep learning and Machine Learning (ML) Algorithm in
the various applications domains such as speech recognition
and Facebook’s Deep Text and Google’s Deep Dream etc. can
be used to solve sharply the auto scaling and the performance
problems so that it can enhance the confidence of Kubernetes
operators and cloud users.
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